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Notices

Notice

This I0O&M Manual describes the installation, operation and maintenance of AudioCodes’ EMS
server and Session Experience Manager (SEM) server.

Information contained in this document is believed to be accurate and reliable at the time of
printing. However, due to ongoing product improvements and revisions, AudioCodes cannot
guarantee accuracy of printed material after the Date Published nor can it accept responsibility
for errors or omissions. Updates to this document and other documents can be viewed by
registered customers at http://www.audiocodes.com/downloads.

© 2015 AudioCodes Inc. All rights reserved
This document is subject to change without notice.

Date Published: December-30-2015

Trademarks

AudioCodes, AC, HD VolP, HD VolP Sounds Better, IPmedia, Mediant, MediaPack,
OSN, SmartTAP, VMAS, VocaNOM, VolPerfect, VolPerfectHD, Your Gateway To
VolP, 3GX and One Box 365 are trademarks or registered trademarks of AudioCodes
Limited. All other products or trademarks are property of their respective owners.
Product specifications are subject to change without notice.

WEEE EU Directive

Pursuant to the WEEE EU Directive, electronic and electrical waste must not be
disposed of with unsorted waste. Please contact your local recycling authority for
disposal of this product.”

Customer Support

Customer technical support and service are generally provided by AudioCodes’
Distributors, Partners, and Resellers from whom the product was purchased. For
technical support for products purchased directly from AudioCodes, or for customers
subscribed to AudioCodes Customer Technical Support (ACTS), contact
support@audiocodes.com.

Documentation Feedback

AudioCodes continually strives to produce high quality documentation. If you have any
comments (suggestions or errors) regarding this document, please fill out the
Documentation Feedback form on our Web site at
http://www.audiocodes.com/downloads.
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Mediant 5000 / 8000 Media Gateway Installation, Operation and Maintenance Manual

Mediant 5000 / 8000 Media Gateway Release Notes
Mediant 500 E-SBC and Mediant 800 Gateway and E-SBC OAM Guide

Mediant 1000B Gateway and E-SBC OAM Guide

Mediant 2600-4000-9000-SW SBC Series OAM Guide

Mediant 3000 with TP-6310 OAM Guide
Mediant 3000 with TP-8410 OAM Guide
Mediant MSBR Series OAM Guide
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1 Overview

The EMS provides customers with the capability to easily and rapidly provision, deploy
and manage AudioCodes devices.

Provisioning, deploying and managing these devices with the EMS are performed
from a centralized management station in a user-friendly Graphic User Interface
(GUI).

This document describes the installation of the EMS server and its components.

It is intended for anyone responsible for installing and maintaining AudioCodes’ EMS
server and the EMS server database.
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2 Managed VolP Equipment

The following products (and product versions) can be managed by this EMS / SEM
release (bold font indicates new products / versions):

Mediant 9000 SBC — versions 7.0, 6.8

*Mediant 8000 Media Gateway — versions 6.6 and 6.2
*Mediant 5000 Media Gateway — versions 6.6 and 6.2
Mediant 4000 SBC — versions 7.0, 6.8 and 6.6

Mediant 4000B SBC - version 7.0

Mediant 2600 E-SBC — versions 7.0, 6.8 and 6.6

Mediant 2600B E-SBC — version 7.0

Mediant SE SBC — versions 7.0 and 6.8

Mediant SE-H SBC — versions 7.0 and 6.8

Mediant VE SBC — versions 7.0 and 6.8

Mediant VE-H SBC — versions 7.0 and 6.8

Mediant 3000 Media Gateways — versions 7.0, 6.8 and 6.6
Mediant 2000 Media Gateways — version 6.6

*Mediant 1000 Gateway — version 6.6

Mediant 1000B Gateway and E-SBC — versions 7.0, 6.8 and 6.6
Mediant 1000B MSBR — versions 6.6

Mediant 800B Gateway and E-SBC — versions 7.0, 6.8 and 6.6
Mediant 800B MSBR - versions 6.8 and 6.6

*Mediant 600 — version 6.6

Mediant 500L MSBR and Mediant 500 MSBR — version 6.8
MP-11x and MP-124 MediaPacks — version 6.6

*Mediant 800B SBA, *Mediant 1000B SBA, and *Mediant 2600B SBA devices
with SBA version 1.1.12.x and above and gateway version 6.6

IP Phone models 420HD, 430HD and 440HD (for both Lync and Non-Lync
environments).

f Notes:
e * Refers to products that are not supported by the SEM.

e Allversion 7.0 and 6.8 VolP equipment work with the SIP control protocol.

Version 7.0
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3

Hardware and Software Specifications

This section describes the hardware and software specifications of the EMS server.

3.1 EMS Server and Client Requirements
This section lists the platform and software required to run the EMS dedicated
hardware version and the VMware and Hyper-V version.
Table 3-1: EMS- Minimal Platform Requirements
EMS/SEM Server EMS Client
Resource . dicated EMS Server Virtual EMS -Low  Virtual EMS -
- Linux OS Profile High Profile
Hardware HP ProLiant DL360p _ _ Monitor
Gen8 resolution:
1152*864 or
higher
Operating Linux CentOS 64-bit, Linux CentOS 64-bit, | Linux CentOS Windows™
System kernel version 5.9, kernel version 5.9 64-bit, kernel 2000 / XP/
Rev7 Rev7 version 5.9 Vista/Windows
Rev7 7/ Windows
8/Windows 8.1
Virtualization VMware: ESXi 4.1 and 5.0 _
platform VMware HA cluster: VMware ESXi 5.5
Microsoft Hyper-V Windows server
2012R2
Memory 32 GB RAM 4 GB RAM 32 GB RAM 512 MB RAM
Disk space Disk: 2 X 1.2 TB SAS 250 GB 1.27TB 300 MB
10K RPMin RAID O
Processor CPU: Intel Xeon E5- 1 core not less than 2 | 6 cores not less
2690 (8 cores 2.9 GHz ' GHz than 2 GHz
each)
DVD-ROM Local - - -
Version 7.0 23 EMS
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B The working space requirements on the EMS server are as follows:
e Linux: Executable bash

B The EMS server works with the JDK version 1.8 (JDK 1.8 for Linux™). The EMS
client works with the JDK version 1.8 for Windows™.

B The Oracle database used is version 11g.

B Supported browsers for client applications are as follows:
e Internet Explorer version 11 and higher
e Mozilla Firefox version 38 and higher

e  Google Chrome version 43 and higher

Notes:

The JDK and Oracle database component versions mentioned above are provided as
part of the EMS server and EMS client installation images.

The above browsers are supported to run the following client applications:
EMS/devices Single-Sign On, JAWS, NBIF, SEM and IP Phone Manager.

3.2 Bandwidth Requirements
This section lists the EMS and SEM bandwidth requirements.
3.21 EMS Bandwidth Requirements
The bandwidth requirement is for EMS/SEM Server <-> Device communication. The
network bandwidth requirements per media gateway are as follows:
B 500 Kb/sec for faults, performance monitoring, provisioning and maintenance
actions.
B 20 Mb/sec for Mediant 5000 / Mediant 8000 Online Software Upgrade
3.2.2 SEM Bandwidth Requirements
The following table describes the bandwidth speed requirements for monitoring the
different CPE devices using the SEM. The bandwidth requirement is for EMS/SEM
Server <-> Device communication.
Table 3-2: SEM Bandwidth Requirements
Device SBC Sessions Required Kbits/sec or Mbit/sec
(each session has two legs)
SBC
MP-118 _ _
MP-124 _ _
IOM Manual 24 Document #: LTRT-94146
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Device

Mediant 800 Mediant 850

Mediant 1000
Mediant 2000

Mediant 2600
Mediant 3000
Mediant 4000
Gateway
MP-118
MP-124

Mediant 800 Mediant 850

Mediant 1000
Mediant 2000
Mediant 2600

Mediant 3000
Mediant 4000

SBC Sessions

(each session has two legs)

60
150

600
1024
4,000

24
60
120
480

2048

Required Kbits/sec or Mbit/sec

135 Kbits/sec
330 Kbits / sec

1.3 Mbit/sec
2.2 Mbit/sec
8.6 Mbit/sec

15 Kbits/sec
45 Kbits/sec

110 Kbits/sec
220 Kbits/sec
880 Kbits/sec

3.6 Mbit/sec

Version 7.0
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3.3

Performance and Data Storage

The following table shows the performance and data storage capabilities for the EMS
managed devices, EMS for IP Phones managed devices and for the SEM.

Machine Specifications

EMS Managed Devices

EMS for IP Phones
Managed

SEM

Maximum number of
CAPS (calls attempts per
second) per device.

Maximum number of
CAPS per server (SBC
and Microsoft Lync).

Maximum concurrent
sessions

Maximum number of
devices per region

Maximum number of
managed devices.

Maximum number of links
between devices.

Call Details Storage -
Detailed information per
Call

Calls Statistics Storage -
Statistic information
storage.

Table 3-3: Performance and Data Storage

HP DL360p G8

5000

10000

160

300

30,000

500

3,000

6,000

Up to two months or

80 million calls.

Up to six months or

150 million intervals.

VMware/Microsoft
HyperVLow

100

1000

30

30

3,000

100

100

200

Up to two months or 6
million rows.

Up to six months or
12 million rows.

VMware/Microsoft
HyperV High

5000

5000

120

120

12,000

300

1,200

2,400

Up to two months or
80 million rows.

Up to six months or
150 million rows.
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3.4 Microsoft Lync Monitoring SQL Server
Prerequisites

Following are the Microsoft Lync Monitoring SQL Server prerequisites:
B The server must be defined to accept login in 'Mix Authentication' mode.

B The server must be configured to collect calls before the SEM can connect to it
and extract Lync calls.

B Call Detail Records (CDRs) and Quality of Experience (QoE) Data policies must
be configured to capture data.

B Network administrators must be granted the correct database permissions (refer
to the SEM User's Manual).

B Excel macros must be enabled so that the SQL queries and reports can be run.
This was tested with Excel 2010.

B Detailed minimum requirements for Microsoft Lync SQL Server can be found in
the following link:

http://technet.microsoft.com/en-us/library/qg412952.aspx
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41

EMS Software Deliverables

This section describes the EMS software deliverables.

Dedicated Hardware Installation — DVDs 1-4

This section describes the DVDs supplied in the EMS software delivery.
B DVD1: Operating System DVD for Linux:
e Linux (CentOS) 5.9 Installation for EMS server, REV7
The following machine is currently supported:
¢ HP DL360p G8 - Linux (CentOS) 64-bit kernel version 5.9 Installation
for EMS server, Linux CentOS 5.9 REV7.
B DVD2: Oracle Installation: Oracle installation version 11g DVD for the Linux
platform.
B DVD3: Software Installation and Documentation DVD for Linux:
The DVD ‘SW Installation and Documentation’ DVD comprises the following
folders:

e Documentation — All documentation related to the present EMS version. The
documentation folder includes the following documents and sub-folders:
¢ EMS Release Notes Document — includes the list of the new features
introduced in the current software version as well as version restrictions
and limitations.
¢+ EMS Server IOM Manual — Installation, Operation and Maintenance
Guide.
¢+ EMS Product Description Document
¢ EMS User's Manual Document
¢+ OAMP Integration Guide Document
¢+ 'GWs_OAM_Guides' folder — document set describing Provisioning
parameters and Alarm/Performance measurements parameters
supported for each one of the products or product families.
¢+ 'Private_Labeling' folder — includes all the information required for the
OEM to create a new private labeling DVD. EmsClientinstall - EMS
client software to be installed on the operator's Windows™ based
workstation.
e 'EmsClientinstall'-EMS client software to install on the designated client
workstation PC.
e 'EmsServerinstall' — EMS server software, to install on the dedicated Linux
based EMS server machine.

B DVD4: (relevant for future releases) EMS Server Patches: Upgrade patches DVD
containing OS (Linux) patches, Oracle patches, java patches or any other EMS
required patches. This DVD enables the upgrading of the required EMS patches
without the EMS application upgrade.

Version 7.0
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4.2 VMware — DVD 5

The EMS software delivery for the VMware DVD includes the following folders:
B VMware for clean install
B EMS client Install

B Documentation

4.3 Hyper-V - DVD 5

The EMS software delivery for the Hyper-V DVD includes the following folders:
B Hyper-V for clean install
B EMS client Install

B Documentation
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EMS Server Installation

This part describes the testing of the installation requirements and the installation of
the EMS server.
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5

5.1

5.1.1

Testing Installation Requirements -
Dedicated Hardware

Before commencing the EMS server installation procedure, verify that your system
meets the hardware, disk space, operating system and other requirements that are
necessary for a successful installation.

Hardware Requirements

B Operating System — the Linux Operating Systems are supported.

To determine the system OS, enter the following command:

uname

This command returns Linux. Proceed to the following section :

e Testing Hardware Requirements on Linux OS (see Section 5.1.1 on page
33).

Testing Hardware Requirements on the Linux Platform

To ensure that your machine meets the minimal hardware requirements for the EMS
application, run the following commands in the tcsh.

B RAM - A minimum of 2 GB is required

To determine the amount of random access memory installed on your system,
enter the following command:

more /proc/meminfo | grep MemTotal

B Swap Space - Disk space twice the system’s physical memory, or 2 GB,
whichever is greater.

To determine the amount of swap space currently configured in your system,
enter the following command:

more /proc/meminfo | grep SwapTotal

Disk Space - A minimum of 146 GB for the EMS Dedicated.
Hardware version (on the same disk or under RAID - Redundant
Arrays of Independent Disks) and up to 120 GB for the VMware
version (for more information, see Section 3 on page 23).

To determine the amount of disk space on your system, enter the following
command:

fdisk —1 | grep Disk

During the application installation, you are required to reserve up to 2 GB of
Temporary disk space in the /tmp. If you do not have enough space in the /tmp
directory, set the TMPDIR and TMP environment variables to specify a directory
with sufficient space.

Version 7.0
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B DVD-ROM device - A DVD-ROM drive capable of reading ISO 9660 format.

Figure 5-1: Linux Testing Requirements

[rooLHE ser-Linuxlls
ser-Linuxlls

f more Sproc/meminfo | grep MemTotal

f more fproc/meminfo | grep SwapTotal

A Note: Use the AudioCodes’ DVD1 to install the Linux Operating System.
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6

6.1

6.1.1

Installing the EMS Server on Dedicated
Hardware

The EMS server installation process supports the Linux platform. The installation
includes four separate components, where each component is supplied on a separate
DVD:

DVD1: OS installation: OS installation DVD.
DVD2: Oracle Installation: Oracle installation DVD platform.

DVD3: EMS application: EMS server application installation DVD .

DVDA4: (relevant for future releases) EMS Server Patches: Upgrade patches DVD
containing OS (Linux ) patches, Oracle patches, java patches or any other EMS
required patches. This DVD enables the upgrading of the EMS required patches
without the EMS application upgrade.

While a clean installation requires the first three DVDs (DVD1, DVD2 and DVD3), an
EMS application upgrade requires only the 'EMS server application (DVD3)'. The
'Patches upgrade' requires only the 'EMS server Patches (DVD4)'.

ISO Files Verification

If you have received an I1SO file from AudioCodes instead of a burned DVD, its
contents must be verified using an MD5 checksum. As an Internet standard (RFC
1321), MD5 has been used in a wide variety of security applications, and is also is
commonly used to check the integrity of file, and verify download. Perform the
following verifications on the relevant platform:

B Windows (see below)

B Linux (see Section 6.1.2).

Windows

Use the WinMD5 tool to calculate md5 hash or checksum for the 1SO file:
B Verify the checksum with WinMD5 (see www.WinMD5.com)

Version 7.0
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6.1.2 Linux

Copy the checksum and the ISO files to a Linux machine, and then run the following
command:

md5sum -c Filename.md5

The “OK” result should be displayed on the screen (see figure below).

Figure 6-1: ISO File Integrity Verification
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6.2 Installing the EMS Server on the Linux Platform
This section describes how to install the EMS server on the Linux platform.

6.2.1 DVD1: Linux CentOS 5.9

A

The procedure below describes how to install Linux CentOS 5.9. This procedure takes
approximately 20 minutes.

Note: If you are installing the EMS server on an HP ProLiant DL360p Gen8 server,
before commencing this procedure, you must configure RAID-0 (see Appendix E on
page 213).

> To perform DVD1 installation:

1. Insert the DVD1-Linux for EMS Rev7 (CentOS 5.9) into the DVD ROM.

2. Connect the EMS server through the serial port with a terminal application and
login with 'root' user. Default password is root.

3. Perform EMS server machine reboot by specifying the following command:

reboot

4. Press Enter; you are prompted whether you which to start the installation through
the RS-232 console or through the regular display.

5. Press Enter to start the installation from the RS-232 serial console or type vga,
and then press Enter to start the installation from a regular display.

Figure 6-2: Linux CentOS Installation

!!‘ 10.7.19.100:22 - Tera Term VT A5 |E||l|

File Edit Setup Control Window Help

Cent0S 5.3 Installation for EMS Server (Rev. 4))

To start installation from R5-232 serial console, press <ENTER=> key.

- To start installation from regular display, type vga <ENTER:.. o
[F1-main] [F2-0Options] [F3-General] [F4-Kernel] [F5-Rescue]]
boot: _
=
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Figure 6-3: CentOS 5

Cent0S-5

Community ENTerprise Operating System

Cent05 5 for EMS Server (Rew. B)

<ENTER>

Wait for the installation to complete.
7. Reboot your machine by pressing Enter.

A Note: Do not forget to remove the Linux installation DVD from the DVD-ROM before
rebooting your machine.

Figure 6-4: Linux CentOS Installation Complete

[':‘ 10.7.19.100:22 - Tera Term VT - ||:|| 1[

File Edit Setup Control Window Help

Congratulations, your CentOS installation is complete.

Remove any media used during the installation process
and press <Enter> to reboot your system.

I +
| Reboot |
et n
T +
<Tab>/<Alt-Tab> between elements |  <Space> selects |  <F12> next scr
ee <Enter> to reboot

3
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8. Login as 'root' user with password root. Default password is root.

Type network-config, and then press Enter; the current configuration is

displayed:
Figure 6-5: Linux CentOS Network Configuration

¥ 10.7.19.100:22 - Tera Term VT = ||:||1|

File Edit Setup Control Window Help

ems-server login: root
Password: _ .
[root@ems-server ~]# network-config

Hostname : ems-server
IP Address :169.254.101.1
Subnet Mask : 255.255.0.0
Default Gateway : 169.254.0.1

Do you wish to change it? (y/[nl) : v
Hostname T EMS-Linux145

IP Address o 10714145
Subnet Mask = 255.255.0.1)
Default Gateway = A0

apply new configuration? ([yl/n) : vy

EMS server must be rebooted to activate the new
network configuration.

Reboot now? ([yl/n) : vl j

10. You are prompted to change the configuration; enter y.

11. Enter your Hostname, IP Address, Subnet Mask and Default Gateway.
12. Confirm the changes; enter y.

13. You are prompted to reboot; enter y.
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6.2.2

DVD2: Oracle DB Installation

The procedure below describes how to install the Oracle database. This procedure
takes approximately 30 minutes.

Note: Before starting the installation, it is highly recommended to configure the SSH
client (e.g. Putty application) to save the session output into a log file.

> To perform DVD2 installation:

Insert DVD2-Oracle DB installation into the DVD ROM.

2. Login into the EMS server by SSH, as ‘acems’ user, and provide acems
password.

3. Switch to ‘root’ user and provide root password (default password is root):

‘su — root ‘
4. On some machines, you need to mount the CDROM in order to make it available:

mount /misc/cd ‘
5. Run the installation script from its location:

cd /misc/cd
./install

Figure 6-6: Oracle DB Installation (Linux)

[rootREMS-Linux145 /1§

[rootREMS-Linux145 /]# cd /misc/cd

[rootREMS-Linux145 cd]# ./install

Start installValues

Use of uninitialized value in concatenation (.) or string at installValues.pm line 279.
c_ems_deploy/: No such file or directory
tdate masks earlier declaration in same scope at AllSystemChecks.pm line 1302.

Found = in conditional, should be at ./FastOracleInstall.pl line 120.

Start executing User Login Check script at Sun Qct 3 12:00:1% BST 2010

Login Check Successfully Passed.

Verifying 05 version — Sun Oect 3 12:00:20 BST 2010

SOFTWARE EVALUATION LICENSE RAGREEMENT

YOU SHOULD READ THE TERMS RAND CONDITIONS OF THIS SOFIWARE
EVALUATION AGREEMENT CRREFULLY BEFORE CLICKING "I ACCEPT™
CONVEYING YOUR ACCEFTANCE OF THE TERMS OF THIS LICENSE
AGEEEMENT FOR THE AUDIGCODES SOFTWARE (THE "PROGRAM™) AND
THE ACCOMPANYING USER DOCUMENTATION (COLLECTIVELY, THE

6. Entery, and then press Enter to accept the License agreement.
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Figure 6-7: Oracle DB Installation - License Agreement (Linux)

8. HO WAIVER. The failure of either party to enforce any rights granted
hersunder or to take action against the other party in the event of any
breach hereunder shall not be deemed a waiver by that party as to
subsequent enforcement of rights or subsequent actions in the event of

future breaches.

Do you accept this agreement? ty/n}yl

7. Type the 'SYS' user password, type sys and then press Enter.

Figure 6-8: Oracle DB Installation (Linux) (cont)

L> Connected to an idle instance.
L> ORARCLE instance started.

em Global Area 321601536
2102168
Variable Size 251661416
Database Buffers 62914560
Redo Buffers 48923392
SQL>
File created.

SQL>» Disconnected from Oracle Database llg Enterprise Edition Release 11.1.0.7.0 - 64bit Production
>>> Restoring database File using EMAN...

EMAN> RMAN> RMAN> RMAN> RMAN> RMAN> RMAN> RMAN> RMAN> RMAN> RMAN> RMAN> RMAN> RMAN>
Restore has finished successfully...

>>> Please enter a password for the S5Y5 user:

8. Wait for the installation to complete; reboot is not required at this stage.

Figure 6-9: Oracle DB Installation (Linux) (cont)

»»» Start emecuting Create DB Listemer Startup Scripts at - Thu Sep 16 18:55:07 IST 2010

chown: fACEMS/orahome/network/logflistener.log: No such file or directory
»>»> »»> BASSED

>»> Remowve Oracle demo directory: /RACEMS/orahome/zdk/demo/java
/BCEMS /orahome /xdk/demo/java: No such file or directory

>>> Remowve Oracle demo directory: /ACEMS/orahome/rdbms/demo
CORACLE INSTALL SUCCESSFULLY FINISHED

|EM5-Serverdot [J
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6.2.3 DVD3: EMS Server Application Installation

The procedure below describes how to install the EMS server application. This
procedure takes approximately 20 minutes.

> To perform DVD3 installation:

1. Insert DVD3-EMS Server Application Installation into the DVD ROM.

2. Login into the EMS server by SSH, as ‘acems' user, and enter the acems
password.
3. Switch to 'root' user and provide root password (default password is root):

su — root |
4. Run the installation script from its location:

cd /misc/cd/EmsServerlinstall/
.Zinstall

Figure 6-10: EMS Server Application Installation (Linux)

t Wed Jun 12 12:24:42 B3T 2

version - Wed Jun 12 12:24:42 BST 2013

LICENSE AGREEMENT CAREFULLY BEFORE CLIC]
TWRARE™) . THE LICEHS FIWAEE IS5 L
RRE NOT WILLING TO BE
EMENT RESENTS THE ENTI t
T0 THE SUBJECT MATTER OF THIS LI{

5. Entery, and then press Enter to accept the License agreement.
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Figure 6-11: EMS Server Application Installation (Linux) — License Agreement

—_ —_ AL UL
rability If any provision herein is ruled too broad in any respe
necessary to allow conformance to
nt, but the remaining provisions shall ©
ment or any of L
ion of Lic or and any attempt to do so 3 + e

any person; (ii) the Licenasee being merged or consclidated with
11.6. Export Licensee understands that the Licensed Software may be a regu

, 2nd may require a licenae to eXxport such. Licensee i3 3olely

11.7. Belationship of Par o erein shall be deemed to create an

; shall have the right to bind the other to any o
ent iz the plete and excl Ve agreement b
r sue for the ftware, documenta

3 Lhgreement may be executed in multiple original cou
ature of Licens and Lice

6. When you are prompted to change the acems and root passwords, enter new
passwords or enter existing passwords. You are then prompted to reboot the
EMS server machine; press Enter.

Figure 6-12: EMS Server Application Installation (Linux) (cont)

udev.x86 64 095-14.20.e 3 ems-1local
wget.x86 64 1.11.4-2.e ems-1local
wireshark.x86_64 1.0.11-1.el5 5.! ems-local

Hardening Linux 05 for DoD STIG compliancy

>»>» Enter new pasaword for user "acems”'

Changing pasaword for user acems.

New TN password:

BAD PASSWORD: it is too short

Retype new UNIX password:

pasawd: all authentication tokens updated succesasfully.

»»» Enter new pasaword for user "root'

Changing pasaword for user root.

New UNIX password:

BAD PASSWORD: it is too short

Retype new UNIX password:

passwd: all authentication tokens updated successfully.
L R
EMS Serwver must be rebooted to proceed with the installation.

After the reboot completes, re-login to the EMS Server and
re-run the installation script to complete the installation.
HHHHHHHHHHH

7. After the EMS server has successfully rebooted, repeat steps 2 — 4.

8. Atthe end of Java installation, press Enter to continue.
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Figure 6-13: EMS Server Application Installation (Linux) - Java Installation

For more information on what data Reglistration collects and
how it is managed and used, see:
http:f/java.sun.com/javase/registration/JDERegistrationPrivacy.html

Press Enter to continue

9. Wait for the installation to complete and reboot the EMS server by typing reboot.

Done

>>> Insctallation Completed, Oracle ia Now Secured ...

»%% ================z=====================z======-================s======z=========

>>> Remove /tmp/EmaServerInstall ...
[rootBEMS-Linux145 EmaServerInatall]# I

10. When the EMS server has successfully restarted, login as ‘acems' user, switch to
'root’ user and verify that the Date and Time are set correctly (see Section 12.7
on page 126 to set the date and time).

11. Verify that the EMS server is up and running (see Section 12.5 on page 105) and
login by client to verify a successful installation.
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6.3

EMS Server Users

EMS server OS user permissions are differentiated according to the specific
application task. This feature is designed to prevent security breaches and to ensure
that a specific OS user is authorized to perform a subset of tasks on a subset of
machine directories. The EMS server includes the following OS user permissions:

'root’ user: User permissions for installation, upgrade, maintenance using EMS
server manager and EMS application execution.

acems user: The only available user for Login/ Telnet/FTP tasks.

emsadmin user: User with permissions for mainly the EMS server manager and
EMS application for data manipulation and database access.

oracle user: User permissions for the Oracle database access for maintenance
such as installation, patches upgrade, backups and other Oracle database tasks.

oralsnr user: User in charge of oracle listener startup.
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7 Installing the EMS on Virtual Server
Platform

This chapter describes how to install the EMS on a Virtual Server platform. The
following procedures are described:

B Installing the EMS server on the VMware platform (see Section 7.1 on page 47).

B Installing the EMS server on Microsoft Hyper-V platform (see Section 7.2 on page
61).

A Note: The AudioCodes EMS supports the VMware vSphere High Availability (HA)
feature.

71 Installing the EMS Server on the VMware Platform

This section describes how to install the EMS server on the VMware vSphere
platform. This procedure takes approximately 30 minutes. This time is estimated on
the HP DL 360 G8 platform (with CPU, disk and memory as specified in Section 5.1.1
on page 33) and depends largely on the hardware machine where the VMware
vSphere platform is installed.

> To install the EMS Server on VMware vSphere:

1. Insert the VEMS installation DVD (DVD5) into the disk reader on the PC where
the vSphere client is installed.

Figure 7-1: Deploy OVF Template Option

@- vCenter - vSphere Ch

File | Edit View Inventory Administy

Mew 1
Deploy OVF Template...

Export L
Report L

Browse VA Marketplace...
Print Maps
Exit

i T il M L 2

2. Onthe vSphere client, from the menu, choose File > Deploy OVF Template.
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[ Open -

K2 J®/"* » Com.. » DVDRW Drive (F:) Audicodes EMS | ver. 6.6.50 = [ 43 ||| Search DVD RW Drive (F) Au... P
|

Figure 7-2: Open OVA Package

Organize « B~ 0 @
*  MName ° Date modified Type
= Libraries ] ;
4 Files Currently on the Disc (1}
/8 Computer | B vEMS_ 7.0 _for_VMware.ova 25/03/201211:37  OVAFile
&, svSTEM ()
—a DATAD (D)
s DATAL (E) T
4 DVD RW Drive (F:) Aud
< CD Drive (G:) Cent0S 5
¥ BIS Reports (W\Netappl =
¥ sergey (\\10.7.6.39) (Z:)
qA! Metwork
e [ m | 3
File name: wEMS 6.6.50_for VMware.ova - ’{WF packages (".ovf;".ova) vl
I Open I [ Cancel ]
3. Select the VEMS virtual appliance file with extension OVA from the inserted DVD
disk, and then click Next.
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Figure 7-3: OVF Template Source Screen

(& Deploy OVF Templat

Source
Select the source location.

Source

OVF Template Details
Mame and Location
Host [ Cluster

Storage
Disk Format Deploy from a file or URL

Ready to Complete -
' : :WEMS_ 7.0 _for VMware.ova | Browse... |

Enter a URL to download and install the OVF padkage from the Internet, or
spedfy a location accessible from your computer, such as a local hard drive, a
network share, or a CO/OVD drive.
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Figure 7-4: OVF Template Details Screen

_

OVF Template Details
Verify OVF template details.

Source
OVF Template Details

Name and Location Product: Audiocodes Element Management System
Haost [ Cluster Version: 7.0
Resource Pool
Disk Format Vendor: Audiocodes Ltd.
Ready to Complete
Publisher: Mo certificate present

Download size: 5.6 GB

Size on disk: 22.9 GB (thin provisioned)
60.0 GB (thick provisioned)

Description:

4. Inthe OVF Template Details screen, click Next.
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Figure 7-5: Virtual Machine Name and Location Screen

(&) Deploy OVF Templats [P =)

Name and Location
Spedfy a name and location for the deployed template

Source

OVF Template Details 3
Name and Location
Host / Cluster The name can contain up to 80 characters and it must be unique within the inventory folder.

Storage
Disk Format

I tory Location:
Ready to Complete S

B [ vCenter

@ [y

VSBC

Help < Back | Next > I Cancel

5. Inthe Name and Location screen, enter the desired virtual machine name and
choose the inventory location (the data center to locate the machine), and then
click Next.

Figure 7-6: Host / Cluster Screen
) Deploy OVF Templat (o o ]|

Host [ Cluster
On which host or cluster do you want to run the deployed template?

Source [=] vEMS
OVF Template Details
Name and Location B 10.7.9.113
Host / Cluster
Storage.

Disk Format

Ready to Complete

Help < Back | Next > I Cancel

6. Inthe Host/ Cluster screen, select the server to locate the virtual machine, and
then click Next.
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Figure 7-7: Destination Storage Screen

() Deploy OVF Tem

Storage
Where do you want to store the virtual machine fles?

I Source Select a destination storage for the virtual machine files:

OVF Template Detais R —— Y
Name and Location M Storage Profie d
Host / Ciuster Name | DriveType | Capacty | Provisioned| Free | Type | Thin Provisioning | Access T
Storage
Disk Format 4 k ted leh
Ready o Complete @ dastastors2  Unknown 13650 G 6253GB  110.04GB VMFS3  Suppo Single host
Name Drive Type Capacity | Provisioned | Free | Type | Thin Provisioning Access
< . ] »
Help <Back | Next > I Cancel

7. Inthe Storage screen, select the data store where you’d like to locate your
machine, and then click Next.

Figure 7-8: Disk Format Screen
() Deploy OVF Templat [ -

Disk Format
In which format do you want to store the virtual disks?

Source Datastore: Idalasmra 1
OVF Template Details B

Mame and Location
Host [ Cluster
Storage

Disk Format
Ready to Complete

Available space (GB): 1316

" Thick Provision Lazy Zeroed
" Thick Provision Eager Zeroed
' Thin Provision

Help < Back | Next > I Cancel

8. In the Disk Format screen, choose the desired provisioning option ("Thin
Provisioning' is recommended), and then click Next.
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Figure 7-9: Ready to Complete Screen

(&) Deploy OVF Templat [ -]

Ready to Complete
Are these the options you want to use?

SO?;‘:EFnglabe Details When you dick Finish, the deployment task will be started.
Name and Location Deployment settings:
Host / Cluster OVFfile: F:\VEMS_6.6.50_for_VMware.ova
e Download size: 64GB
%ﬂ:‘”—:t(umplete Size ondisk: 24.9GB
Name: vEMS_6.4.106_120GB
Folder VvEMS
Host/Cluster: 10.7.14.144
Datastore: datastore 1
Disk provisioning: Thin Provision
Network Mapping: "M Network"to "M Network”

| ™ Power on after deployment l

Help <Back | Finish I Cancel

9. Inthe Ready to Complete screen, leave the option ‘Power on after deployment’
unchecked, and then click Finish.

Figure 7-10: Deployment Progress Screen

(%) 10% Deploying Audiocodes Element Manage... ((=00=0|

Deploying Audiocodes Element Management System

Deploying disk 1 of 1

18 minutes remaining

™ Close this dialog when completed

Recent Tasks
Name | Target | Status | Requested Start Time -
@ Deploy OVF template G Audiocodes Element Management System pELCY I 21/05/2012 09:32:26
@ Deployment Completed E;J:e-'ssmlly " ?‘;I_
Deploying Audiocodes Element Management System
Completed Successfully
Recent Tasks
Name | Target | status | Requested Start Time = | Start Time | Completed Time
@ Deploy OVF template B Audiocodes Element Management System & Completed 21/05/2012 09:32:26 21/05/2012 09:32:26 21/05/2012 10:06:12

Version 7.0 53 EMS



Fa Gl

f & AudioCodes EMS and SEM

10. Wait until deployment process has completed. This process may take
approximately half an hour.

11. Before powering up the machine, go to the virtual machine Edit Settings option.

Figure 7-11: Edit Settings option

B [ vCenter
Bl [ vEMS
= @ 10.7.14.144 Sun
58 devel IE
{5 [Audiocodes Element M t System |
Power L
Guest 3
Snapshot [
= Open Console 1
[E  Edit Settings... I
£ Migrate... !

Figure 7-12: Hard Disk Settings

@ Audiocodes Element Manag
-

Hardware IOptuns I Resources 1 Profiles ] vServices I Virtual Machine Version: 7 ||
Disk File

I Show All Devices Add... Remove |[datasmre_1] Audiocodes Element Management System/Auc
Hardware Summary

W Memory 1500 MB Disk Provisioning

@ crus 1 Type: Thin Provision

Q Video card Video card Provisioned Size: 60 3: GB -

= VMCIdevice Restricted Maximum Size (GB): 166.45

e SCSI controller 0 LSILogicParallel (|
O Harddisk1 Virtual Disk Virtual Device Node (|
% CD/DVD drive 1 CD/DVD Drive 1

B Network adapter1 VM Network |SC5[ (0:0) Hard disk 1 j

é Floppy drive 1 Floppy drive 1 .

[” Independent
Independent disks are not affected by snapshots.
~

Changes are immediately and permanently written to
the disk.

~
I Changes to this disk are discarded when you power
off or revert to the snapshot.

4 [ ] »

12. Inthe Hardware tab, select the Hard disk item, and then set the *Provisioned
Size® parameter accordingly to the desired EMS server VMware Disk Space
allocation (see Section 3 on page 23), and then click OK.

Notes:

e  Once the hard disk space allocation has been increased, it cannot be reduced
to a lower amount.

o If you wish to create an EMS VMs in a cluster environment that supports High
Availability and has shared network storage, then ensure you provision a VM
hard drive on the shared network storage on the cluster (see Section 7.1.1).
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13. Wait until the machine reconfiguration process has completed.

Recent Tasks

Figure 7-13: Recent Tasks

Name

@ Reconfigure virtual machine Gh Audiocodes Element Management Systsm @ Completed 21/05/2012 11:03:39 21f05/2012 11:03:39 21f05/2012 11:03:41

Target Status Requested Start Time — | Start Time Completed Time

14. Power on the machine; in the vCenter tree, right-click the AudioCodes Element

15.

16.
17.
18.

19.
20.

Management System and in the drop-down menu, choose Power > Power On.
Upon the initial boot up after reconfiguring the disk space, the internal
mechanism configures the server installation accordingly to version specifications
(see Section 3 on page 23).

Figure 7-14: Power On

B [ vCenter
B [y vEMS e
]El Q 10.7.14.144 Nyl Resource Overview | Virtual Ma
33 devel
{51 [Audiocodes Element Management System | | General

_ B 1 Power 4 || Power On Ctrl+B

]_l vSBQ Guest L4 Power Off Ctrl+E

Snapshot 4 Suspend Ctrl+Z

@ Open Console Reset Ctrl+T

3  Edit Settings... Shut Down Guest  Ctrl+D

E:@ Migrate... Restart Guest Ctrl+R

Wait until the boot process is complete, and then connect the running server
through the vSphere client console.

Login to the server as 'acems' user and enter acems password.
Switch user to 'root’ and enter password root (default password is root).

Proceed to the network configuration using the Ems Server Manager. To run the
manager type ‘EmsServerManager’, and then press Enter.

Set the EMS server network IP address by following the steps in 12.6.1

Perform configuration actions as required using the EMS Server Manager (see
Section 12 on page 97).
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711 Configuring EMS Virtual Machines (VMs) in a VMware Cluster

This section describes how to configure EMS VMs in a VMware cluster.

7111 Site Requirements

Ensure that your VM cluster site meets the following requirements:

B The configuration process assumes that you have a VMware cluster which
contains at least two ESXi servers controlled by vCenter server.

B The clustered VM servers should be connected to a shared network storage of
type iSCSI or any other types supported by VMware ESXi.

For example, a datastore “AUDC_1" which contains a cluster named
“HA_Cluster” and is combined of two ESXi servers (see figure below).

B Verify that Shared Storage is defined and mounted for all cluster members:

Figure 7-15: Storage Adapters

(5 wCenter 34 62 -vSphere Client
File Edit View Inventosy Administration Plug-ine Help

B B ¢y vome b g iwertory b Bl Hosts and Clusters s D
# & B
B (D vienter_ 62 10.3.94.60 VMware ESX), 5.5.0, 1331820
= [y aoc_y E 2 -
5 iy A _Chuster | Gtting Zarted | Suratnaey " Virtus! Machiees | Parfonmance
10,3,94.60
10.2.94.61
£ EMS Hgh
B EMSLow
Patshurg 4 port SATA [DE Controller
@ werhbal Block 5C51
whbadz Block SCST
ISCST Software Adapter
@ wihbe3s =) . 1958-01, com. vioweeare: 10,394,600
Details
wmhba¥3
Madat: 551 Software Adapter

(551 Narne: 0-1998-01.com.vinware: 10,3.94.60

GCS] Al

Connected Targets: 1 Devices: 1 Paths: 1
View:  [Devices Paths

Naene Identifier Rurtims Name Operstionsl State | LN | Type | Drive Type | Transpoet | Capacty | Oweer | Hardware Accelerstion
[ NETAPR SCST 02X (0o 609%... 0o 60250000.., Vibsss,COTOL0 Mourtsd 0 ek Meass0 st 1S0T6 W Supported
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B Ensure that the 'Turn On vSphere HA' check box is selected:

Figure 7-16:Turn On vSphere HA

£ vCerter_ 44 62 - wiphere Chent
Eile [dt View loventory Admanitrstion Plag-ins Help

B B (& e b gl trectory b [ Hosts s Chnters
F s e Ther Fedhines .
wihphers bl
Vil Maching Ostions A e
= 2 tusl Machres ity B WA Mapscsng
o ey Dt astione Mesthestng Feaires
/ R e Sl Location | Tuen G viphers HA
vﬁehn:i: $ / ‘viphwere HA detects | ahres and prorvded 1agd rocovery T the vitusl madhess.
whphene HA! i walthen & dlter. Cong ki
YWiveare EVC Mode: Deesbiad {1 mmw::vm_n:m
Total CPUR ; oy whphwre A mast be bured on bo uss Feak Toleance.
Tkl Memary: 550G
Tokal Stcrane: 16T TH
et ot I Turnon vighers 085
thmmmuvww+ﬂuww of
igurgek. Chusted PesunCes Can b dhadedinto smallsr reourcs pooks for users,
:::udmﬂm : o, ad y
whphesre DR sluo erasbles wCanter Sarver bo manage the sssorment of wrtusl
Wirbual Machines and Templstes 5 aschiness bo et sutematically, suggesting wauan wirtusl machines e
Tokal Migrations usieey vMotion an mwu\.ﬁmmmﬂuﬂﬂuobﬁnwﬁ-‘ul
rirarin ok st poloes.
wEphere DRS and ¥Meare EVC shoukd be enabied in the churber in order to permt
e placineg and migrating Vs wit Fault Tolerande furned on, during load balancing
Gt iew vatual Machire Haesed Dustasbeone O
i s N
_oe | o |[omd ]

B Ensure that HA is activated on each cluster node:
Figure 7-17: Activate HA on each Cluster Node
" [ vCenter_98 62 - vSphere Client
Eile Edit View Igventory Administration Plug-ins Help
B3 & Home b g tnventory b Bl Hosts and Clusters
d ¢ ¥
B e W.;E“-ﬂ 10.3.94.60 YMware ESH, 5.5.0, 1331820
1
=] HA ,_ Chuster Getting Started . TR Sy - Virbual Machines - Performance onfiguration . Tasks & Events . Alarms . Permissions . Maps'- ' Storage V|
—i [ (1055050
10.3.94.61 Configuration Issues
EMS5 High The number of wSphera HA heartheat datastores for this host is 1, which is less than required: 2
5 EMSLom
IGmHal | Resources
Marnifacturer: HP CPU usage: 870 MHz Capacity
Model: ProLiant DL360p Gend - Bl ok
CPU Cores: 6 CPUs = 1995 GHz Memory usage: 38833.00 MB Capacity
Processor Type: Inkel(R) Xeon(R) CPU ES-2620 49117.21 MB
0@ 2.00GHz
License: WMware vSphere 5 Essentials SRorans o | tatus | Drive Type
- ) :"“"""“”*“1""""“'” f§ datastorel & Nomd  Non-S5D
£ MNetappls ormal oS50
Cores per Socket: & ﬂ ©
Logical Processors: 12 H ] J L
Hyperthreading: Active Network | Tyoe {se
Museber of NICs: 4 B YMNetwork Standard port group ]
State: Conmected . o .
Virtual Mochines and Templates: 4 I |
wiotion Enabled: Yes
Fault
Viware EVC Mode: Disabled 0 TS
—_— - e — Fauk Tolerance Yersion: 5.0.0+5.0.0-5.0.0
' Sphere HA Stat Connected (Slave
[mﬁ%%m eﬁa = _ RAE e Sl
| ; Total Primary ¥Ms: o
Attive Tadks: Powered On Primary Yis: 0
Host Profile: Total Secondary Wis: 0
Image Profile: (Updated) HP-E5%-5.5.0-is... FPowered On Secondary Vils: 0
Frofils Compliance: o A
DarectPath IjO: Supported 13
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B Ensure that the networking configuration is identical on each cluster node:

Figure 7-18: Networking

9 Canter 84,62 -vSphere Client
Eile Edit View Inventory Administration Plug-ins Help

ﬁ ﬁ €y Home b & Inventory b Bl Hosts and Clusters
& & 8

B [y vCenter_34_62 10.3.94.60 YMware ESX, 5.5.0, 1331820
B Ey AuDC_1 i — :
= fil HA_Cluster Getting Started .| Summary . Virtual Machines Tasks &Events ' Alarms - Parmissions
10.3.94.61 T _|  View: [ysphere Standard Swich | ¥Sphere Distribuited Sitch |
([ EMS High Processors Metworking
(f EMS Low Memory
Storage
Standard Switch: vSwitchi Remorve... Properties...
T T e —
mﬁ:ﬁ; B 2 virtual machine(s)
EMS High @-1
Power Managemsnt EMS Low 5_‘
Software Witlemad Peat

7 Management Network e 4
Licensed Features ik : 10.3.94.60
Time: Configuration Bl |2001:08:2:0:2044:Fdff fe7c:8770
DNS and Routing Feid0::2e44:Fdf Fe7c 870
Authertication Services -
Power Management
Virtual Machine Startup/Shubdown Standard Switch: vSwitchl Remove. ..
Virtual Machine Swapfile Location FMBE—I Phyzical Adapters
Security Profils Cﬂlmmﬁmngmork ] @ B vonic3 1000 Full 2
Hast Cache Configuration vkl @ 192, 165.94.60
System Resourcs Alacation
Agent YM Settings

| Advanced Settings
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B Ensure that the vMotion is enabled on each cluster node. The recommended
method is to use a separate virtual switch for vMotion network (this should be
defined in all cluster nodes and interconnected):
Figure 7-19: Switch Properties
1) wSwitchl Properties
Ports lNatwcrdeq:vtml
Configuration | Summary i Mm 3 .
£ vawitch 120 Ports Natwork Labet HA vivation network |
@ HA vMation netwo... viotion and 1P ... | VLAN ID: None (0) |
Eﬁhﬁm: Enabled ]
Fault Tolerance Logging Disabled
Management Traffic: Enabled
i5CSI Port Binding: Disabled g
NIC Settings
MAC Address: 00:50:56:61:c1:91
MTU: 1500
IP Settings
IP Address: 192.168.94.60
Subnet Mask 255.255.255.0
Wiews Routing Table. .,
Effective Policies
Security
Promiscuous Mode: Reject
MAC Address Changes: Accept
Add... Edt... I Remove Forged Transmits: Accept =
| Close |
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B A VM will be movable and HA protected only when its hard disk is located on
shared network storage on a cluster. You should choose an appropriate location
for the VM hard disk when you deploy the EMS VM. If your configuration is
performed correctly, a VM should be marked as “protected” as is shown in the
figure below:

Figure 7-20: Protected VM

5 vCenter_94_62 - vSphere Client
Eile Edit View Inventory Administration Plug-ins Help

ﬁ ﬁ E} Home bé_j_lmentow #@ Hostsand_dusters

mnN) G0 G0ReRRDRP

EX= vCenter_94_62 EMS Low
= By Aupc_t
= lﬂfl HA_Cluster Getting Started . TGRS Resource Allocation | Performance ' T
10.3.94.60
10.3.94.61 General
EMS High Guest 05: CentOS 4/5/6 (64-bit)
(3 EMS Low ¥M Version: 8
CPU: 1 vCPU
Memory: 4096 MB
Memory Overhead: 43.48MB
YMware Tools: € Not running (Not installed)
IP Addresses:
DNS Name:
EVC Mode: NjA
State: Powered On
Host: 10.3.94.61
Active Tasks:
‘vSphere HA Protection: & Protected | &2
vSphere HA Protection x
Protected
vSphere will attempt to restart the ¥M after a supported failure,
The ¥M is protected when the Following conditions have been met;
VM is in a vSphere HA enabled cluster
Vi powered on successfully after a user-initiated power on
vSphere HA has recorded that the power state for this YMis on
I =
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A Note: If you wish to manually migrate the EMS VMs to another cluster node, see
Appendix F.

7.1.1.2 Cluster Host Node Failure

In case an ESXi host node where the VM is running fails, then the VM is restarted on
the redundant cluster node automatically.

the redundant host node. During this process, the EMS VM is restarted and
consequently any running EMS or SEM processes are dropped. The migration
process may take several minutes.

j Note: When one of the cluster nodes fail, the EMS VM is automatically migrated to

7.2 Installing the EMS Server on Microsoft Hyper-V
Platform

This section describes how to install the EMS server on the Microsoft Hyper-V Server
2012 R2 platform. This procedure takes approximately 30 minutes and predominantly
depends on the hardware machine where the Microsoft Hyper-V platform is installed.

A Note: The Audiocodes EMS supports the Failover Clustering feature in Windows
Server 2012 R2 (see Chapter 3 on page 17).

The installation of the EMS server on Microsoft Hyper-V includes the following
procedures:

B Install the Virtual Machine (VM) (see Section 7.2.1 on page 62).
B Configure the deployed VM (see Section 7.2.2 on page 66).

B Changing MAC Addresses from 'Dynamic' to 'Static' (see Section 7.2.3 on page
68).

B Configure disk settings (see Section 7.2.4 on page 69 and Section 7.2.5 on page
69).

B Change the default IP address to suite your IP addressing scheme (see
Section 7.2.6 on page 73).

B Configure VMs in a Cluster (see Section 7.2.7 on page 74)
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7.21 Installing the Virtual Machine

The EMS server is distributed as a VM image (see Section 4.2 on page 30).

> To install the EMS server on Microsoft Hyper-V:

1.

Extract the zip file containing the EMS server installation received from
AudioCodes to a local directory on the Hyper-V server (see Appendix H on page
263 for instructions on how to transfer files ) .

Open Hyper-V Manager by clicking Start > Administrative Tools > Hyper-V
Manager; the following screen opens:

Figure 7-21: Installing the EMS server on Hyper-V — Hyper-V Manager

33 Hyper-¥Y Manager I—I—-_ =
Eile Action Wiew Help
e 2@ @[
5§ Hyper-V Manager Actions
g WIN-WOOIRETB7OM Virtual Machines
& - WIN-VOO1RETB70M =
Narne - State CPU Usage Assigned Mernary  Uptime Status Newr »
= !SSBC_AlesRi3_HAT Rurming 7% 4125 ME 20:17.00

(% Import Virtual Machine...
%] Hyper-V Settings...

1 Wirtual Switch Manager..
] Virtusl SAN Manager...
o7 EditDisk...

< n >
(L Inspect Disk...

Checkpoints

®

(@) Stop Service
7 Remove Server

€U FRefresh

Ma virtual machine selected

Wiew 4

H Hep

Details

Mo item selected.
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3.

Start the Import Virtual Machine wizard: click the Action tab, and then select

Import Virtual Machine from the menu; the Import Virtual Machine screen
shown below opens:

Figure 7-22: Installing EMS server on Hyper-V — Import Virtual Machine Wizard

Import ¥irtual Machine -
b .
~ Before You Begin
Before You Begin This wizard helps you impaort & virtual machine from a set of configuration files, It guides you through
resolving configuration problems ko prepare the virtual machine For use on this computer,

Locate Folder

Select Yirtual Machine

Choose Import Type

Surnmary

[7] o nat shaw this page again
4. Click Next;

the Locate Folder screen opens:

Figure 7-23: Installing EMS server on Hyper-V — Locate Folder

Locate Folder

Before You Begin
Select Virtual Machine
Choose Import Type

Summary

Version 7.0

Import Virtual Machine

Spedify the folder containing the virtual machine to import.
Folder:

|| Browse...

< Previous | | MNext >

Cancel
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5. Enter the location of the VM installation folder which was previously extracted from the

zip file as shown in the figure above, and then click Next; the Select Virtual Machine
screen opens.

6. Select the virtual machine to import, and then click Next; the Choose Import Type
screen opens:

Figure 7-24: Installing EMS server on Hyper-V — Choose Import Type

4] Import Wirtual Machine .

A
/{.-’ Choose Import Type

Before You Begin Choose the type of import to perform:
Locate Folder () Register the virtual machine in-place {use the existing unique D)

Select virtual Machine () Restore the virtual machine {use the existing unique D)

Choose Import Type

® Copy the virtual machine {create a new unique 10
Chiose: Destination

Choose Storage Folders

Surnmary

7. Select the option "Copy the virtual machine (create a new unique ID)", and then click
Next; the Choose Folders for Virtual Machine Files screen opens:

Figure 7-25: Installing EMS server on Hyper-V — Choose Destination

+] Import Virtual Machine -

[-rf Choose Folders for virtual Machine Files

Eefore You Begin ‘fou can specify new or existing Folders ko store the virtual machine files, Otherwise, the wizard

d imports the files to default Hyper-¥ folders on this computer, or to Folders specified in the virtual
Locate Folder machine configuration.

Select Virtual Machine

[]{Stare the virtual machine in a diferent ocation:

Chaoose Import Type

Cha 1ation

\ProgramDatalMicrosoftwindowsiHyper-y
Choose Storage Folders

SUMIAry
\ProgramDatalMicrosoftwindowsiHyper-y
!\ ProgrambatalMicrosoftiwindowsiHyper-ih
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8.

Select the location of the virtual hard disk, and then click Next; the Choose Storage
Folders screen opens:

Figure 7-26: Installing EMS server on Hyper-V — Choose Storage Folders

Import Yirtual Maching -
h - .
ﬂ Choose Folders to Store Virtual Hard Disks

Befare You Begin ‘here do wou want to store the imported virtual hard disks For this wirtual machine?

Locateliokicy eI I I L' Publich Drocument s iHyper -4 iirtual Hard Disks' | | Browse, ..
Select Virkual Machine

Choose Import Type

Choose Destination

Choose Storage Folders

SURMER

<o ] (]
9.

Select the Storage Folder for the Virtual Hard Disk, and then click Next; the Summary
screen opens.

10.

Click Finish to start the creation of the VM; a similar installation progress indicator is
shown:

Figure 7-27: File Copy Progress Bar

Copying file 1 of 1 (EMS_test.vhdx)...
I

This step may take approximately 30 minutes to complete.

11. Proceed to Section 7.2.2 on page 66.
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71.2.2

Disk size
Memory size

CPU cores

Configuring the Virtual Machine to run the EMS server

This section shows how to configure the Virtual Machine to run the EMS server.

Before starting this procedure, select the required values for your type of installation
(high or low profile) and note them in the following table for reference. For the required
VMware Disk Space allocation, CPU, and memory, see Section 3 on page 23.

Table 7-1: Virtual Machine Configuration

Required Parameter

Value
Fill-in here
Fill-in here
Fill-in here

> To configure the VM for EMS server:

1. Locate the new EMS server VM in the tree in the Hyper-V Manager, right-click it,
and then select Settings; the Virtual Machine Settings screen opens:

Figure 7-28: Adjusting VM for EMS server — Settings - Memory

=

Settings for EMS-QA on QAHYPERV1

(=T |

1K BIOS

4096 MB
[} Processor
6 Virtual processors
= i IDE Contraller 0
(& Hard Drive
EMS-QA-HDA.vhd
= i IDE Contraller 1
&% DVD Drive
U Metwork Adapter

" com1

" comz

None

[ Diskette Drive

# Management

L] Name

S-QA

] Integration Services
Some services offered
{3 Checkpoint File Location

Ci\Cluster ge'Wolume 1'EM...

H Smart Paging File Location

¥ Automatic Start Action

I8) Automatic Stop Action v

]
[Ems-0A v 4 b G
% Hardware ~ W Memory
"L‘ Add Hardware
‘fou can configure options for assigning and managing memory for this virtual machine.

Specify the amount of memory that this virtual machine will be started with.

=

Startup RAM:

Dynamic Memary

You can manage the amount of memory assigned to this virtual machine
dynamically within the specified range.

["] Enable Dynamic Memory
512

1048576

Memory weight

Specify how to prioritize the availability of memory for this virtual machine
compared to other virtual machines on this computer,

Low O

iﬂl Spedifying a lower setting for this virtual machine might prevent it from
starting when other virtual machines are running and available memory is low.

High

Apply

Cancel | |
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2. Inthe Hardware pane, select Memory, as shown above, enter the 'Startup RAM’
parameter as required, and then click Apply.

3. Inthe Hardware pane, select Processor; the Processor screen shown in the
figure below opens.

Figure 7-29: Adjusting VM for EMS server - Settings - Processor

=] Settings for EMS_QA_High on QAHYPERV1 = | = -
EMS_QA High vl 4 » G
A Hardware ~ D T
’{i Add Hardware
&l BIOS You can modify the number of virtual processors based on the number of processors on
= the physical computer. You can also modify other resource control settings.
Boot from CD
5 Memory 615
20000 ME
B Processor Resource control
6 Virtual processors You can use resource controls to balance resources among virtual machines.
p—
- i ICE Controller 0 Virtual machine reserve {percentage):
i—w Hard Drive
EMS_QA_High.vhdx Percent of total system resources: 37
(= B IDE Controller 1
&4 DVD Drive Virtual machine limit (percentage):
Mo -
— o= Percent of total system resources: 37
& SCST Controller
,“, Metwark Adapter Relabive woight:
= weight: 100
Virtual Switch 1 = -
T com 1
? None /1, Some settings cannot be modified because the virtual machine was running when
- this window was opened. To modify a setting that is unavailable, shut down the
? CoM 2 virtual machine and then reopen this window.
Mone
[ Diskette Drive
Mone

#® Management

|L| Name
EMS_QA_High
¥ Integration Services
Some services offered
{3 | Chedkpoint File Location
C:\ClusterStoragewolume 1\EM. ..
%‘% Smart Paging File Location
Ci\ClusterStoragewolume 1%EM. ..
I Automatic Start Action
Mone "

4. Setthe 'Number of virtual processors' parameters as required.
5. Set the 'Virtual machine reserve (percentage)' parameter to 100%, and then click
Apply.
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. v = v = 0
723 Changing MAC Addresses from '‘Dynamic' to 'Static
By default, the MAC addresses of the EMS server Virtual Machine are set dynamically
by the hypervisor. Consequently, they might be changed under certain circumstances,
for example, after moving the VM between Hyper-V hosts. Changing the MAC address
may lead to an invalid license for features such as the SEM.
To prevent this from occurring, MAC Addresses should be changed from 'Dynamic' to
‘Static'.
> To change the MAC address to 'Static’ in Microsoft Hyper-V:
1.  Shutdown the EMS server (see Section 12.5.6 on page 110).
2. Inthe Hardware pane, select Network Adapter and then Advanced Features.
3. Select the MAC address 'Static' option.
4. Repeat steps 2 and 3 for each network adapter.
Figure 7-30: Advanced Features - Network Adapter — Static MAC Address
=] Settings for EMS-QA on QAHYPERV1 = -
[EMs-0a v 4 b |G
% Hardware - Advanced Features -~
"LA Add Hardware
1kl BIOS MAC address
Boot from CD ) Dynamic
9 Memory @ Static
[ procescor (oo }-[15]-{= ][] {26]
1 Virtual processor
= i IDE Controller 0 MAC address spoofing allows virtual machines to change the source MAC
s Hard Drive address in outgoing packets to one that is not assigned to them.
EMS-QA-HDA.vhd [] Enable MAC address spaofing
= Eil IDE Controller 1
&% DVD Drive DHCP guard =
_ ens DHCP guard drops DHCP server messages from unauthorized virtual machines B
= MNetwork Adapter pretending to be DHCP servers,
Virtual Switen 1 = Enable DHCP guard
Hardware Acceleration . =
1? COM 1 Router guard
MNone Router guard drops router advertisement and redirection messages from
r unauthorized virtual machines pretending to be routers.
7 comz
MNone [] Enable router advertisement guard
[ Diskette Drive
ons Protected network
# Management Move this virtual machine to another duster node if a network disconnection is
L] Name detected.
EMS-QA Protected network
|| Integration Services
Some services offered
13| Checkpaint File Location Port mirraring
C:\ClusterStorageWolume 1\EM. .. Port mirroring allows the network traffic of a virtual machine to be monitored by
I P - copying incoming and outgoing packets and forwarding the copies to another
w: Sprna[t TE_I_I:\E_IIESCL?UT__ AEm wirtual machine configured for monitoring.
_fj) Automatic Start Action W Mirroring mode: |Nnne W | w
| oK Cancel |
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7.24 Hard Drive Location

If you wish to create an EMS VMs in a cluster environment that supports High
Availability and has shared network storage, then ensure you provision a VM hard

7.2.5

drive on the shared network storage on the cluster (see Section 7.2.7 on page 74).

Expanding Disk Capacity

The EMS server virtual disk is provisioned by default with a minimum volume. In case
a higher capacity is required for the target EMS server then the disk can be expanded.

> To expand the disk size:

1. Make sure that the target EMS server VM is not running - Off state.
2. Select the Hard Drive, and then click Edit.

Figure 7-31: Expanding Disk Capacity

i

Settings for EMS_test-new on QAHYPERWV1

1 Virtual processor
(= IEiE IDE Controller 0
& Hard Drive

e
EMS_test-new v | 4 p |G
% Hardware ~ | == Hard Drive
""}L Add Hardware
Kl BIOS You can change how this virtual hard disk is attached to the virtual machine, If an
o Boot from £D operating system is installed on this disk, chanaging the attachment might prevent the
ootirom virtual machine from starting.
] )
?T.Dw Controller: Location:
4096 MB
D Processor |IDE Controller 0 v| |D {in use) W

Media

You can compact, convert, expand, merge, reconnect or shrink a virtual hard disk
by editing the assodated file. Specify the full path to the file.

EMS_test.vhdx ®) virtual hard disk:
= ik IDE Controller 1 - - -
44 DVD Drive Ci\sers\Public\Documents\Hyper-V Wirtual Hard Disks'EMS_test, vhdx |
__ Hene Mew | | Edit | | Inspect | | Browse... |
B 5CSI Contraller
= U Network Adapter = () Physical hard disk:
Virtual Switch 1
o _ Disk 1 1.00 GE Bus 0 Lun 0 Target 0
Hardware Acceleration
Advanced Features I@I If the physical hard disk you want to use is not listed, make sure that the
1? coM 1 disk is offline. Use Disk Management on the physical computer to manage
physical hard disks.
Maone
.
? comz To remove the virtual hard disk, dick Remove, This disconnects the disk but does not
Mone delete the assodiated file.
[l Diskette Drive

% Management

|L| Mame
EMS_test-new

%5 Integration Services
Some services offered

13 Checkpoint File Location
C:\ProgramDataMicrosoft\Win. ..

i"ni Smart Paging File Location
C:\ProgramDataMicrosoftWin... |+

oK || Apply

Cancel | |

=E |

Version 7.0

69

EMS



Fa Gl

f & AudioCodes EMS and SEM

The Edit Virtual Disk Wizard is displayed as shown below.
Figure 7-32: Edit Virtual Hard Disk Wizard

Lzl Edit Virtual Hard Disk Wizard -
,-7/‘4! -, Locate Virtual Hard Disk
Before You Begin Where is the virtual hard disk file located?

Locate Disk Location: |C:\Users\PubliciDocuments\Hyper-\

Choose Action

jirtual Hard Disks\EMS_test, vhdx

1. Editing the following types of virtual hard disks might result in data loss:

ZOnnEr] - Virtual hard disks in a differencing disk chain that have child virtual hard disks assocated with
them.
- Virtual hard disks (.avhd/.avhdx) assodated with virtual machine checkpaints.
- Virtual hard disks assodiated with a virtual machine that has replication enabled and is
currently involved in initial replication, resynchronization, test failover, or failover.

[Srowea ] (o]

3. Click Next; the Choose Action screen is displayed:

Figure 7-33: Edit Virtual Hard Disk Wizard-Choose Action

Lzl Edit Virtual Hard Disk Wizard -
E 7/5! - Choose Action
Yy

Before You Begin What do you want to do to the virtual hard disk?

Locate Disk ) Compact

This option compacts the file size of a virtual hard disk. The storage capadity of the virtual hard disk

Configure Disk remains the same.

Summary O Convert
This option converts a virtual hard disk by copying the contents to a new virtual hard disk. The new
virtual hard disk can use a different type and format than the original virtual hard disk.

(®) Expand

This option expands the capacity of the virtual hard disk.

< Previous || Mext = || Finish || Cancel
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4. Select the Expand option, and then click Next; the Expand Virtual Hard Disk

Screen opens.

Figure 7-34: Edit Virtual Hard Disk Wizard-Expand Virtual Hard Disk

\ral Edit Virtual Hard Disk Wizard
r/f:! -/ [Expand Virtual Hard Disk
e
Before You Begin What size do you want to make the virtual hard disk?
Locate Disk Current size is 170 GB.
Choose Action MNew size: GB (Maximum: 64 TB)
Surnmary
| < Previous | | Next = | | Finish | | Cancel |

5. Enter the required size for the disk, and then click Next; the Summary screen is

displayed.
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Figure 7-35: Edit Virtual Hard Disk Wizard-Completion
2 Edit Virtual Hard Disk Wizard | x|

,—/f:! -, Completing the Edit Virtual Hard Disk Wizard

Before You Begin You have successfully completed the Edit Virtual Hard Disk Wizard. You are about to make the following
Locate Disk L
Choose Action PETEEE

Configure Disk Virtual Hard Disk: EMS_test.vhdx (WHOX, dynamically expanding)

Summary

Configuration: Mews virtual disk size: 300 GB

To complete the action and dose the wizard, dick Finish,

] (o]

6. Verify that all of the parameters have been configured, and then click Finish. The
settings window will be displayed.

7. Click OK to close.
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7.2.6 Assigning EMS Server IP Address to Network

After installation, the EMS server is assigned a default IP address that will most likely
be inaccessible from the customer's network. This address is assigned to the first
virtual network interface card connected to the 'trusted' virtual network switch during
the EMS server installation. You need to change this IP address to suit your IP
addressing scheme.

> To reconfigure the EMS server IP address:

1. Start the EMS server virtual machine, on the Hyper-V tree, right-click the EMS
server, and then in the drop-down menu, choose Start.

Figure 7-36: Power On Virtual Machine

Virtual Machines

Mame M State CPU Usage Assigned Memory L

é Stress_tool Running 0% 2048 MB 1

S SSBC_AlexR3_HAT Off

S SSBC_AMlexR2_HAZ Off

S SSBC_AlexR2_HAT Off

S ESBC_alexrl Running 0% 2048 MB

i o

= EMS_QA_High Running , i
Settings...

| Start |

Checkpoint

<| m

e Move... —

2. Connect to the console of the running server by right-clicking the EMS server
virtual machine, and then in the drop-down menu, choose Connect.

Connect to EMS Server Console

Virtual Machines

Marme v State CPU Usage Assigned Mermory Uptime
2 Stress_tool Running 0% 2048 MB 1.04:34:22
S 5SBC_MexR3_HAT Off
S S5BC_AlexR2_HAZ Off
S S5BC_AlexR2_HA1 Off
é ESBEC_alexrl Rurning 0% 2048 MB 1.04:10:46
2 EMSQA Off
M EMS_0A_High :

Connect...

Settings...

Turn Off...
<| m

Shut Down...

3.  When the EMS server completes the start-up process, connect to the EMS server
as 'acems' with password acems.
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4. Switch user to 'root’, and then enter root password (default password is root).
5. Start the EMS Server Manager utility by specifying the following command:

# EmsServerManager |

6. Setthe EMS server network IP address to suit your IP addressing scheme (see
Section 12.6.1).

7. Perform other configuration actions as required using the EMS Server Manager
(see Section 12 on page 97).

7.2.7 Configuring EMS Virtual Machines in a Microsoft Hyper-V
Cluster
This section describes how to configure EMS VMs in a Microsoft Hyper-V cluster for
HA.

7.2.71 Site Requirements

Ensure that your Hyper-V cluster site meets the following requirements:

B The configuration process assumes that your Hyper-V failover cluster contains at
least two Windows nodes with installed Hyper-V service.

B The cluster should be connected to a shared network storage of iISCSI type or
any other supported type. For example, “QAHyperv” contains two nodes.

Figure 7: Hyper-V-Failover Cluster Manager Nodes

A

= Failover Cluster Manager
File Action View Help
&< 2@ B

‘3 lF_a_iner Cluster Manage FYRS FRRE )}
+ 10 Smus Cleop ] Sowcs | Queres ~ [k ~ (]
B Roles | | Queries v 1 ~ f{v)

3 Nodes Name Status Assigned Vote Current Vote Information
4 |4 Storage 2. QAHyperv1 ®u 1 1
ﬁ_‘_j Disks :;‘ QAHyperv2 .'. Up i 1
H Pools )
12 Networks
{4] Cluster Events
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B The EMS VM should be created with a hard drive which is situated on a shared
cluster storage.

7.2.7.2 Add the EMS VM in Failover Cluster Manager

After you create the new EMS VM, you should add the VM to a cluster role in the
Failover Cluster Manager.

> To add the EMS VM in Failover Cluster Manager:
1. Right-click “Roles” and in the pop up menu, choose Configure Role:

Figure 7: Configure Role

B Failover Cluster Manager
File  Action Wiew Help
«=| x[m HE

| B4 Failover Cluster Manage 2
4 B3 QAHypers-Cl.corp.a f

3 Nog Configure Role... Status Type Crwmer Node Priodty Information
4l Btog Virtual Machines.. > (#) Running Vitual Machine QAHypery] Medium
&l @Rrvng Vel Machne Ahper Medum
Bi Create Empty Role @ 2 2
38 Nety View "
E:_{] Clug
Refresh
Help

[
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2. Inthe Select Role window, select the Virtual Machine option and then click

Next.
Figure 7-37: Choose Virtual Machine
B Failover Cluster Manager
Eile  Action View Help
« | z(m =
Bl Failover Cluster Manage| oM
4 umesmcl.corp.s Search £ Queties ~|Id * o
"3 Modes Hame Status Tipe Orwmer Mode Prionty Information
4 |y Storage
3 Disks
8 Pools
"3 Metworks @ Select Role
4] Cluster Events
Belore You Begin Select the robe that you want to corfigure for high avalabiity
Select Role
Select Vitual Machine L Genaric Service ~ | Desciiption:
o & Hyper Replca Broke: A vittual maching is & vituslized
orifimation 5051 Target Server compuder systen unning on & physical
Carifigure High < i5NS Server computer. Muliple vitual machines can
Avalabilily & Message Queuing U o one compuber.
Sumenary lﬂﬂﬂmSeﬁu = _>
I Virtual Maching
MMNS Server |E
| cPrewious ||  MNewt> || Cancel | v
< m »
A list of available VMs are displayed; you should find the your new created EMS
VM:
Figure 7: Confirm Virtual Machine
b= Failover Cluster Manager

File  Action  Mjew Help
« |z

-ﬁ Failower Cluster Manage - P
a 'Ei QAHypers-Cl.corp g Search 2l Quesies |
@ Roles —
-T% Modes MName Status Type Owner Node Priority Information
a [} Storage =
é Disks
E Paols
.Eﬂ Metworks
Cluster Events

@ Select Yirtual Machine

Befare You Begin Select the virtual machinels) that you want to configure for high availability.

Select Role

Mame Status Hoist Server

+ § 8

Select Virtual Machine

Confirmation

Configure High
Availability

Summary

Shutdovr Save Refresh

< Previous H Mest > | ‘ Cancel
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3. Select the check box, and then click Next.
At the end of configuration process you should see the following:

Figure 7-38: Virtual Machine Succcessfully Added

& High Availability Wizard [x]
;ff*l Summary
:_\‘c ]
Before You Begin High availability was successfully configured for the role.

Select Role

Select Virtual Machine K
b E 3 = ™
Pl < Virtual Machine
Configure High
Availability All of the virtual machine configurations chosen were successfully made highly
s
= LY
Name Result Description
vl
EMS . 7_0 Success
W

To view the report created by the wizard, click View Report,

To cloze this wizard, chck Finish.

4. Click Finish to confirm your choice.
Now your EMS VM is protected by the Windows High Availability Cluster
mechanism.

& Note: If you wish to manually move the EMS VMs to another cluster node, see
Appendix F on page 221.
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7.2.7.3 Cluster Node Failure

In case an ESXi host node where the VM is running fails, then the VM is restarted on
the redundant cluster host node automatically.

the redundant server host node. During this process, the EMS VM is restarted and
consequently any running EMS or SEM processes are dropped. The move process
may take several minutes.

j Note: When one of the cluster hosts fails, the EMS VM is automatically moved to
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8. Upgrading the EMS Server on Dedicated Hardware

8

A\

8.1

Upgrading the EMS Server on
Dedicated Hardware

This section describes the upgrade of the EMS server on dedicated hardware.

Important: Prior to performing the upgrade, it is highly recommended to perform a
complete backup of the EMS server. For more information, see Appendix B on page
195.

You can perform the EMS version upgrade using AudioCodes supplied DVD3.
B For EMS versions 2.2 until version 6.6
A major version upgrade of the EMS from the above versions is not supported.

Instead, users must perform a full installation of version 7.0 as described in
Section 6 on page 35.

Upgrading the EMS Server-DVD

This section describes how to upgrade the EMS server from the AudioCodes supplied
installation DVD on the Linux platform.

To upgrade the EMS server on the Linux platform to version 7.0, only DVD3 is
required. Verify in the EMS Manager ‘General Info’ screen that you have installed the
latest Linux revision (see Chapter 3 on page 23), see Section 12.3 on page 101. If you
have an older OS revision, a clean installation must be performed using all three
DVDs (see Section 6.2 on page 37).

Note: Before starting the installation, it is highly recommended to configure the SSH
client (e.g. Putty application) to save the session output into a log file.

> To upgrade the EMS server on the Linux platform:

1. Insert DVD3-EMS Server Application Installation into the DVD ROM.

2. Login into the EMS server by SSH, as ‘acems’ user and provide acems
password.

3. Switch to 'root' user and enter root password (Default password is root):

| su — root |

4. On some machines you need to mount the CDROM in order to make it available:

| mount /misc/cd |
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5. Run the installation script from its location:

cd /misc/cd/EmsServerlinstall/
.Zinstall

Figure 8-1: EMS Server Upgrade (Linux)

Linux2 - d /mi d/Ems erInstall/
-Linux2

ed Jun 12 12:24:42 BST 2013

Login Check Si

Check { ce — Wed Jun 12 12

1 - Wed Jun 12 12:

LICENSE AGREEMENT CRAREFULLY BEFQ
FIWRARE™) . THE TWLRE I
LGREEMENT. IF RRE NOT WILLING
THIS L SE EEMENT REFEESENTS THE ENTIEE AG
F THIS LI{

6. Entery, and then press Enter to accept the License agreement.

Figure 8-2: EMS Server Upgrade (Linux) — License Agreement

e without effe
{ii) the Lice e bei ¢ idated with
ands
and may
1.7. Belationship
arties. Neither

ation This = i : onplete and exclus agreement b
Any Lice P 3 der for the vare, documenta

Counterparts This Agreement may be executed in mul } inal cow

ing an authorized signatun f Licensor and License

7. OS patches are installed.
After the OS patches installation, you are prompted to press Enter to reboot.
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Note: This step is optional and depends upon which version you are upgrading.
After the EMS server has rebooted, repeat steps 2 to 6.

8. If the EMS version you are upgrading to is packaged with a later version of Java
than the one that is currently installed, type yes, and then press Enter to
upgrade the Java version, otherwise, skip this step:

Java DB version 10.4.2.1.1 is currently installed.
Upgrade to version 10.6.2.1.1 ? [yes,no]yes

9. Atthe end of Java installation, press Enter to continue.

Figure 8-3: EMS Server Application Upgrade (Linux) - Java Installation

For more information on what data Beglstration collects and
how it is managed and used, see:
http://java.sun.com/javase/registration/JDERegistrationPrivacy.html

Press Enter to continue

10. Wait for the installation to complete and reboot the EMS server.

Figure 8-4: EMS Server Upgrade (Linux) Complete

e Security Patch
iemove 0ld Oracle Security Patch Files

>> Applying Oracle Security Patch

NOTE: patch instellation may take up to 30 min, so be patient

Oracle patch 9655014 is already installed
Installation Completed, Oracle is Now

Bemove /tmp/Em3sServerInatall ...
erverl7# I‘Ebl:rl:rtl

11. If you have installed user-defined certificates on the EMS client
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8.2

Upgrading the EMS Server-ISO File

This section describes how to upgrade the EMS server using an I1SO file.
Before performing this procedure, you need to verify the ISO file contents (see
Section 6.1.2).

> To upgrade using an ISO file:

Use SFTP or SCP to copy the iso file to /Thome/acems in the server

2. Replace "7.0.xxx" in the filename with the relevant version in two of the following
commands.

mkdir /ins

cp ~acems/EMS DVD3 7.0.xxx.iso /Zins

mkdir /tmp/cd

umount -1 /tmp/cd

mount -t 1s09660 -o loop,ro /Zins/EMS DVD3 7.0.xxX.1iS0O
/tmp/cd

cd /tmp/cd/EmsServerinstall

3. Run the installation script from its location:
cd ./install

Figure 8-5: EMS Server Upgrade (Linux)

at Wed Jun 12 12:24:42 BST 2013 ...

Jun 12 12:24:42 BST 2013

ion - Wed Jun 12 12: BST 2013

LICENSE AGREEMENT
D D THE TE
L CUMENTATI

WILLING
). THIS LICENSE REFEESENTS THE ENTIEE Ad
BETWEEN THE FRRTIES IN BELATION T0 THE SUBJECT MATTER OF THIS LI{

4. Proceed to step 12.5.5 in Section 8.1.

IOM Manual

84 Document #: LTRT-94146



|IOM Manual

9. Upgrading the EMS Server on the VMware Platform

9

Upgrading the EMS Server on the
VMware Platform

This section describes how to upgrade the EMS server on the VMware platform.

> To upgrade the EMS server on the VMware platform:

1. Insert the DVD3-EMS Server Application Installation into the disk reader on
the PC with the installed vSphere client.
2. Inthe vCenter navigation tree, right-click the AudioCodes EMS node and choose
the Edit Settings option.

Figure 9-1: Edit Settings Option

Bl [ vCenter Audiocodes EMS
= vEMS
E 10.7.14.144 Resource Alla
= devel
{73 [Audiocodes EMS
E Power 3
% Guest 4
& A Snapshot »
= @ 107 ¥  Open Console
o v .
& U|@ Edit Settings... |
ﬂ; W E‘;g Migrate...
Lt

3. Inthe Hardware tab, select the CD/DVD drive item, mark the Client Device
option and wait until the machine reconfiguration has completed.

Figure 9-2: Hardware Tab

Audiocodes EMS - Virtual Machine Propertie:

Hardware |O|:|t'ons | Resources | Profiles | vServices |

Virtual Machine Version: 7

— Device Status
[~ show Al Devices Add... | Remave O @z
Hardware | summary ™ Connect at power on
Bl Memory 1500 MB - Device Type
Id crus 1 f o )
B vid d vid d * Client Device
'oeo car. ! EU_ can Mote: To connect this device, you must power on the
&= VMCIdevice Restricted virtual machine and then dick the Connect CD/DVD
& sCslcontroller LSI LogicParallel button in the toolbar.
& Hard disk1 Virtual Disk
CD/DVD drive 1 Client Device -
BB Wetwork adapter1 VM Network
& Floppydrivel Client Device I LI
" Datastore ISO File

Name

@ Reconfigure virtual machine

| Target
Gh Audiocodes BMS

| Status
@ Completed

| Requested Start Time
21/05/2012 10:00:08

~— | Start Time
21/05/2012 10:00:08

| Completed Time
21/05/2012 10:00:13
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4. Inthe toolbar, click the Connect/disconnect the CD/DVD devices of the virtual
machine option, and then in drop-down menu, choose your DVD-reader device.

Figure 9-3: Connect/disconnect Button

mwip & 8 @G B2 k@
[=] vCenter Connect/disconnect the CD/DVD devices of the virtual machine
= [y vEMs
B [@ 10.7.14.144 Summary
B 58 deve!
DE E) AL EMS General Resources
(P vEMS-22 6.4.115 Product: Audiocodes Element Management System Consumed H
= 2=,
N 88 &GRS )
= vCenter Audiocodes ©) CD/DVDdrivel » | Connectio
B [l vems 5
5 g 1071414 Summary Connectto G:
= 3 devel Connect to ISO image on local disk...
d g
[ | Audincodes EMS General Commect o host d
(f VEMS-22_6.4.115 Product: Audiocodes Eleme —OTTECT O NOSt dEVICE..
{3 VEMS-23_250GB Version: 5.5 (6.6.50) Connect to IS0 image on a datastore... .
- E)AVE“S-MHPH.GE. . Vendar: Audiocodes Ltd, | | Active Guest Memory:

5. Connect to the VEMS server through SSH and switch user to root.

Su -

Note: Before starting the installation, it is highly recommended to configure the SSH
client (e.g. Putty application) to save the session output into a log file.

6. Change directory to ‘/misc/cd/EmsServerinstall’ and run the install script.

cd /misc/cd/EmsServerlinstall
.Zinstall

Figure 9-4: EMS Server Installation Script

7. Perform steps 6 to 10 in Section 8.1 on page 81.
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10 EMS Server Backup

There are two main backup processes that run on the EMS server:

B Weekly backup: runs once a week at a pre-configured date & time (default is
Saturday 02:00). In this process, the whole database is backed up into several
“RMAN?" files that are located in /data/NBIF/emsBackup/RmanBackup directory.
In addition, many other configuration and software files are backed up to a TAR
file in the /data/NBIF/emsBackup directory. In general, this TAR file contains the
entire /data/NBIF directory’s content (except 'emsBackup’ directory), EMS
Software Manager content and server_xxx directory’s content.

To change the weekly backup’s time and date, see Section 12.5.3.

B Daily backup: runs daily except on the scheduled week day (see above). The
daily backup process backs up the last 24 hours. There are no changes in the
TAR file in this process.

A Warning: The Backup process does not backup configurations performed using
EMS Server Manager, such as networking and security.

It is highly recommended to maintain all backup files on an external machine.

These files can be transferred outside the server directly from their default location by
SCP or SFTP client using ‘acems' user. These backup files are as follows:

B /data/NBIF/emsBackup/emsServerBackup_<time&date>.tar file.

B Allfiles in /data/NBIF/emsBackup/RmanBackup directory (including control.ctl
and init.ora files)
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11

A\

EMS Server Restore

This section describes how to restore the EMS server. This can be done on the
original machine that the backup files were created from or on any other machine.

Note:

If you're running the restore process on a different machine, its disk size should
be the same as the original machine from which the backup files were taken.

Restore actions can be performed only with backup files which were previously
created in the same EMS version.

If you are restoring to a new machine, make sure that you have purchased a
new license file machine ID. AudioCodes customer support will assist you to
obtain a new license prior to the restore process.

> To restore the EMS server:

1.

Install (or upgrade) EMS to the same version from which the backup files were
created. The Linux version must also be identical between the source and target
machines.

For more details, see Chapter 8 on page 81.

Use the EMS Server Management utility to perform all the required
configurations, such as Networking and Security, as was previously configured
on the source machine.

For more details, see Chapter 12 on page 97.

Make sure all server processes are up in EMS Server Manager / Status menu
and the server functions properly.

Copy all backup files to /data/NBIF directory by SCP or SFTP client using the
‘acems' user.

In EMS Server Manager, go to the Application Maintenance menu and select the
Restore option.

Follow the instructions during the process. For more details, see Section 12.5.4
on page 108.

After the restore process has completed, change the server’s IP address using
the EMS Server Manager option (Network Configuration > Server IP Address).
For more details, see Section 12.6.1 on page 112.

After changing the server’s IP, you will be asked to reboot the machine.

If you installed user-defined certificates prior to the restore, you must reinstall
these certificates (see Appendix Error! Reference source not found.).
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Part V

EMS Server Machine
Maintenance

This part describes the EMS server machine maintenance using the EMS Server
Management utility.
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12 EMS Server Manager

The EMS Server Management utility is a CLI interface that is used to configure
networking parameters and security settings and to perform various maintenance
actions on the EMS server.

A Warning: Do not perform EMS Server Manager actions directly through the Linux
OS shell. If you perform such actions, EMS application functionality may be
harmed.

A Note: To exit the EMS Server Manager to Linux OS shell level, press q.

12.1 Getting Started with EMS Server Manager

This section describes how to get started using the EMS Server Manager.

1211 Connecting to the EMS Server Manager

You can either run the EMS Server Manager utility locally or remotely:

B If you wish to run it remotely, then connect to the EMS server using Secure Shell
(SSH).

B If you wish to run it locally, then connect using the management serial port or
keyboard and monitor.

> Do the following:

1. Connect to the EMS server as 'acems' using Secure Shell (SSH); switch user to
root (su - root), and then enter the root password (default password is root).

2. Type the following command:

| # EmsServerManager |
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The EMS Server Manager menu is displayed:
Figure 12-1: EMS Server Manager Menu

EME Server 7.8;1144 Management )

.Btatus

.General Information
.Collect Logs
.Application Maintenance
.Metwork Configuration
Date & Time

.Securit
fDiagnostics

JExit

Important:

e  Whenever prompted to enter Host Name, provide letters or numbers.

o Ensure IP addresses contain all correct digits.

o For menu options where reboot is required, the EMS server automatically
reboots after changes confirmation.

For some of the configuration options, you are prompted to authorize the
changes. There are three options: Yes, No, Quit (y,n,q). Yes implements the
changes, No cancels the changes and returns you to the initial prompt for the
selected menu option and Quit returns you to the previous menu.

The following describes the full menu options for the EMS Management utility:

B Status — Shows the status of current EMS processes (see Section 12.2 on page
100)

B General Information — Provides the general EMS server current information
from the Linux operating system, including EMS Version, EMS Server Process
Status, Oracle Server Status, Apache Server Status, Java Version, Memory size
and Time Zone. See Section 12.3 on page 101.

B Collect Logs — Collates all important logs into a single compressed file (see
Section 12.4 on page 103):

° General Info
e Collect Logs

B Application Maintenance — Manages system maintenance actions (see
Section 12.5 on page 105):

e  SNMP Agent
e  Start/ Stop the Application

IOM Manual

98 Document #: LTRT-94146




|IOM Manual

12. EMS Server Manager

e  Upgrade Application

e Web Servers

e  Schedule Automation Backup

e Backup

e Restore

e  SEM License Configuration

e  Shutdown the EMS server machine
e Reboot the EMS server machine

Network Configuration — Provides all basic, advanced network management
and interface updates (see Section 12.6 on page 111):

e Server's IP Address (Reboot is performed)

e Ethernet Interfaces (Reboot is performed)

e Ethernet Redundancy (Reboot is performed)

e DNS Client

e NAT

e  Static Routes

e  SNMP Agent

e  SNMPv3 Engine ID

Date & Time — Configures time and date settings (see Section 12.7 on page
126):

e NTP

e Timezone Settings

e Date and Time Settings

Security — Manages all the relevant security configurations (see Section 12.8 on
page 130):

e EMSuser

e  SSH Configuration

e DB Password (EMS Server will be shut down)

e  OS Passwords Settings

e  File Integrity Checker

e  Software Integrity Checker (AIDE) and Prelinking

e Enable SEM client secured connection

e Enable EMS4IPPhones client & JAWS secured communication

Diagnostics — Manages system debugging and troubleshooting (see
Section 12.8 on page 130):

e  Syslog Configuration
e Board Syslog Logging Configuration
e TP Debug Recording Configuration
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12.1.2 Using the EMS Server Manager

12.2

The following describes basic user hints for using the EMS Server Manager:

The screens displaying the Main menu options in the procedures described in this
section are based on a Linux installation with 'root' user permissions.

The current navigation command path is displayed at the top of the screen to
indicate your current submenu location in the CLI menu. For example, Main
Menu > Network Configuration > Ethernet Redundancy.

You can easily navigate between menu options using the keyboard arrow keys or
by typing the menu option number.

Each of the menu options includes an option to return to the main Menu "Back to
Main Menu" and in some cases there is an option to go back to the previous
menu level by specifying either "Back" or "Quit".

Status

You can view the statuses of the currently running EMS applications.

> To view the statuses of the current EMS applications:

1.

From the EMS Server Management root menu, choose Status, and then press
Enter; the following is displayed:

Figure 12-2: Application Status

Application-———|— Status—-
EMS Watchdog

EMS Server

SEM

Lync
Tomcat

33 "Enter' key to back to main menu...l
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12.3 General Information

This section describes the General Information and Logs collection options. The
General Information option provides detailed information about the EMS server
configuration and current status variables. The following information is provided:

B Components versions: EMS, Linux, Java, Apache

B Components Statuses: EMS server process and security, Watchdog, Apache,
Oracle, SNMP agent, Tomcat and SEM.

Memory size and disk usage
Network configuration

Time Zone and NTP configuration

User logged in and session type

> To view General Information:

1.  From the EMS Server Management root menu, choose General Information,
and then press Enter; the following is displayed:

Figure 12-3: General Information

achine information

{Environment: Uirtuwal{Manufacturer: UMware,. Inc.>
iCPU: Intel(R> Xeon<R> CPU 55658 @ 2.67GH=
iMemory: 2859588 kB

{ACEMS Usage: 629H

iDisgk:

Dizk sdevs/sda: 64.4 GB. 64424589448 huytes

iData uzage:

dev/mapper-uvg—data 484G 6.1G 316G 17 sdata

Linux 2_6_18—194_32_1_e15 xB6_64
108 Revision Cent0S 5.3 for FMS Server Uirtualized (Hev. 4>
Java Uersion Java full version "1_6_8_43-hH"™
iApache version: Apachers2.2.3 Server built: Jan 9 2803 BB:-22:13
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2. Press <more> to view more information; the following is displayed:
Figure 12-4: General Information

Hachine information

{Environment: Uirtual{Manufacturer: UMware, Inc.>
iCPU: Intel{R> Xeon<R>» CFU ®hehB @ 2_.67GH=
iMemory: 260859588 kB

{ACEHMS Usage: 627H

iDisk:

Disk ~dev~ssda: 64.4 GB, 64424589448 hytes

iData usage:

“dev mappersug—data 486G 6.1G 331G 17 sdata

1EMS Uersion

105 Uersion Linux 2_6_18—194_32_1_el15% xB6_h4

105 Revision Cent0S5 5.3 for HMS Server Uirtualized (Rev. 4)
iJava Uersion Java full version "1.6.8_43—h#d™

iApache version: Apacher2_2_.3 Server built: Jan T 2813 88:-22:-313

Gerver’s Metwork:
Interface

Host Hame globhal-logic—2
IP hddress i@8.4.1688_17
Subnet Hask 255.255.68.@
Hetwork Address 18.4. 8.8

Server #1
Peer:

Suync source
Stratum:

T ype Local

Last response 47 zeconds ago
Polling interval: 64 seconds

Reach = 377 (all attempts successfuld

=*LOCALCA>
-LOCL.
13

*Enter’ key to back to main menu...
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12.4

Collect Logs

This option enables you to collect important log files. All log files are collected in a
single file log.tar that is created under the user home directory. The log file size is
approximately 5MB. The following log files are collected:

EMS Server Application logs
Server’'s Syslog Messages
Oracle Database logs
Tomcat logs

Hardware information (including disk)

Relevant network configuration files (including static routes)

» To collect logs:

B From the EMS Server Management root menu, choose Collect Logs, and then
press Enter; the EMS server commences the log collection process:

Figure 12-5: EMS Server Manager — Collect Logs
Collecting logs

llecting

llecting O

llecting O

llecting hardware configuration...
llecting 0S5 configuration...
llecting Eman Log Files

llecting Tomcat Log Files

£
llecting Insallation Log Files
llecting Yafic Scan File
llecting GenerallInfo
Collecting i
Packing TAR file...
adding: logs.tar (def

2 Found in /h
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This process can take a few minutes. Once the file generation has completed, a
message is displayed on the screen informing you that a Diagnostic tar file has been
created and the location of the tar file:

Figure 12-6: TAR File Location

logs

EMS Server logs...
0% logs...
Oracle DB logs...
hardware configuration...
0% configuration...
Bman Log Files
Tomcat Log Files
Insallations Log Files
Yaffic Scan Files
Generallnfo
HA: command not found
Packing TAR file...
updating: home/acemns logs.tar (deflated 95x>

The diagnostics TAR file can be found in /homesacems/logs_tar

Press Enter to continuel]

IOM Manual 104 Document #: LTRT-94146



IOM Manual 12. EMS Server Manager

12.5 Application Maintenance

This section describes the application maintenance.

> To configure application maintenance:

B From the EMS Server Manager root menu, choose Application Maintenance;
the following is displayed:

Figure 12-7: Application Maintenance

iedule Backup Time

ilability

This menu includes the following options:

e  Start/Stop Application (see Section 12.5.1 on page 106).

e Web Servers (see Section 12.5.2 on page 107).

e Change Schedule Backup Time (see Section 12.5.3 on page 108).
e Restore (see Section 12.5.4 on page 108).

e SEM License (see Section 12.5.5 on page 109)

e High Availability (see Chapter 13 on page 159).

e  Shutdown the Machine (see Section 12.5.6 on page 110).

e Reboot the Machine (see Section 12.5.7 on page 110).
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12.5.1 Start /Stop the Application

This section describes how to start or stop the application.

> To start/stop the application:

1.  From the Application Maintenance menu, choose Start / Stop the Application,
and then press Enter; the following is displayed:

Figure 12-8: Start or Stop the EMS Server

EMS Server 7.3;1144 Management

EME Server is started. Stop EME Server?
>1 s
2 _HNo

2. Select Yes to start the EMS server or No to stop it.
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12.5.2 Web Servers

B From the Application maintenance menu, choose Web Servers, and then press
Enter; the following is displayed:

Figure 12-9: — Web Servers
EMS Server Y.8.1144 Management

iThe Web Server's Processes are:
iThe Tomcat Server’s Proccesses are:
iPort 88 (HITP>:

{Port 443 (HTTPS>:

1JAWS Service:

Ritop the Apache Serve
2_5top the Tomcat Server

3.Cloze HITP Service (Port 8@)
4_Close HTTPS Service (Port 443>
L.Dizabhle JAUWS

6. JAWS IF Configuration

b.Back

g-Quit to main Menu

> To stop the Apache server:

B Inthe Web Servers menu, choose option 1, and then press Enter.

> To stop the Tomcat server:

B Inthe Web Servers menu, choose option 2, and then press Enter.

» To close HTTP Service (Port 80):

B Inthe Web Servers menu, choose option 3, and then press Enter.

> To close HTTP Service (Port 443):

B Inthe Web Servers menu, choose option 4, and then press Enter.

> To disable JAWS:

B Inthe Web Servers menu, choose option 5, and then press Enter.
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12.5.21

12.5.3

12.5.4

JAWS IP Configuration

By default, logging into the EMS server using JAWS can only be performed through
the EMS server’s first interface only. This option allows you to configure an alternative
interface for the JAWS login.

> To change the JAWS login interface:

1. From the Web Server configuration menu, choose option 6, and then press Enter.
2. Type the desired interface IP address, press Enter, and then confirm by typing y.

Figure 12-10: JAWS IP Configuration

JAWS IF Configuration

IP Address[18.4_16868.171:
Are yvou sure that you want to continue? Cy/n. g

Change Schedule Backup Time

This step describes how to schedule backup time.

» To schedule backup time:

1. From the Application Maintenance menu, choose Change Schedule Backup
Time.
Choose the day of the week that you wish to perform the backup.

3. Copy all files in /data/NBIF/emsBackup/RmanBackup/ directory to an external
machine.

4. Copy /data/NBIF/emsBackup/emsServerBackup_<time&date>.tar file to an
external machine.

Where <time&date> is only an example; replace this path with your filename.

Restore

This step describes how to restore the EMS server.

> To restore the EMS server:

1. Copy all files that you backed up in Section 12.5.3 to the /home/acems directory
on the Restore server. Overwrite existing files if required.

2. From the EMS server Application Maintenance menu, choose Restore; a script is
started.

3. Follow the instructions; you might need to press Enter a few times.

After the restore operation has completed, reboot the EMS server (see
Section 12.5.7 on page 110).
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12.5.5

License

You can view the details of the existing license or upload a new license.

> To view the license details or upload a new license:

1. From the Application Maintenance menu, choose License option, and then press
Enter; the current SEM License Manager details are displayed:

Figure 12-11: License Configuration Manager

1= Configuration Manager:
Server Machine ID: 2 6061 DECE
Licen3se Stati
5EM Number vices: 64000

5EM Number : 64000
SEM HNumber
EMS K

e  The number of devices supported by the SEM is displayed.
e  The number of simultaneous call sessions supported by the SEM is
displayed.
e  The number of users supported by the SEM is displayed.
e  The number of IP Phones supported by the SEM is displayed.
To load a new license, choose option 1.
3. Enter the license file path and name.
Restart the EMS server.
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12.5.6 Shutdown the EMS Server Machine
This section describes how to shutdown the EMS Server machine.
> To shutdown the EMS server machine:
1. From the Application Maintenance menu, choose Shutdown the Machine, and
then press Enter.
2. Type y to confirm the shutdown; the EMS server machine is shutdown.
12.5.7 Reboot the EMS Server Machine
This section describes how to reboot the EMS server machine.
> To reboot the EMS server machine:
1. From the Application Maintenance menu, choose Reboot the Machine, and then
press Enter.
2. Type y to confirm the reboot; the EMS server machine is rebooted.
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12.6 Network Configuration

This section describes the networking options in the EMS Server Manager.

> To run the network configuration:

B From the EMS Server Manager root menu, choose Network Configuration; the

following is displayed:
Figure 12-12: Network Configuration

erver IF Address

This menu includes the following options:

Server's IP address (see Section 12.6.1 on page 112).
Ethernet Interfaces (see Section 12.6.2 on page 113).
Ethernet Redundancy (see Section 12.6.3 on page 117).
DNS Client (see Section 12.6.4 on page 122).

NAT (see Section 12.6.5 on page 123).

Static Routes (see Section 12.6.6 on page 124).

SNMP Agent (see Section 12.6.7 on page 125).
SNMPv3 Engine ID (see Section 12.6.8 on page 125).
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12.6.1 Server IP Address

This option enables you to update the EMS server's IP address. This option also
enables you to modify the EMS server host name.

A Note: When this operation has completed, the EMS automatically reboots for the
changes to take effect.

> To change Server’s IP address:

1. From the Network Configuration menu, choose Server IP Address, and then
press Enter; the following is displayed:

Figure 12-13: EMS Server Manager — Change Server's IP Address

Current EMS Server IP Configuration (Server Metwork):
Host Mame:- global-logic—2
IP: 18.4.188.17
Submet Mask:- 255.255.8.8
Hetwork Addre=zz:- 18.4.8.08

Default Gateway: 18.4.8.1

Do you want to change the server’s network configuration 7 <y-n>

2. Configure IP configuration parameters as desired.

Each time you press Enter, the different IP configuration parameters of the EMS
server are displayed. These parameters include the Server Host Name, IP
address, Subnet Mask, Network Address and Default Gateway.

3. Type y to confirm the changes, and then press Enter.
Figure 12-14: IP Configuration Complete

on (Server Network):

er's network configuration ? (y/m) ¥

EM5-Linuxl43-changed

Hetwork) :

Upon confirmation, the EMS automatically reboots for the changes to take effect.
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12.6.2 Ethernet Interfaces

This section describes how to configure ethernet interfaces.

12.6.2.1 EMS Client Login on all EMS Server Network Interfaces

The EMS server can be configured with up to four network interfaces (connected to
different subnets) as described above. You can connect to any one of the above
interfaces directly from the EMS client login dialog.

The “Server IP” field in EMS client login dialog is set to the desired EMS server
network interface IP address.

Figure 12-15: EMS Server: Triple Ethernet Interfaces

E EMS Clients —

Morthbound MNetwork

__._ Gateways Utilities Network
Wut)?bounij BL(BE}{?_FR
I|l.' \ _“__

"

Back up senver

In case gateways are located in different subnets, static routes should be provisioned
to allow the connection from 'Southbound Network' to each one of the subnets. For

Static Routes configuration, see Section 12.6.6 on page 124.

To ensure that the network configuration is performed successfully, test that the EMS
is successfully connected to each one of the gateways by running the following basic
tests:

B Adding the gateway to the EMS application
B Reviewing its status screen

B Performing basic configuration action (set of ‘MG Location’ in Media Gateways
Provisioning Frame / General Setting tab)

B Ensuring that the EMS receives traps from the gateway by adding TP boards in
one of the empty slots and ensuring that the ‘Operational Info’ Event is received.
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> To configure Ethernet Interfaces:

1. From the Network Configuration menu, choose Ethernet Interfaces, and then
press Enter; the following is displayed:

Figure 12-16: EMS Server Manager — Configure Ethernet Interfaces
EMS Server 7.8.1144 Management

baWdd Interface
2_Remove Interface
3.Modify Interface
bh.Back

g-Quit to main Menn

2. Choose from one of the following options:

e Add Interface — Adds a new interface to the EMS server (see
Section 12.6.2.2 on page 115).

¢ Remove Interface — Removes an existing interface from the EMS server
(see Section 12.6.2.3 on page 116).

e Modify Interface — Modifies an existing interface from the EMS server (see
Section 3 on page 116).
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12.6.2.2

Add Interface

This

section describes how to add a new interface.

> To add a New Interface:

1.

Add Int

From the Ethernet Interfaces menu, choose option 1; a list of currently available
interfaces (not yet configured) is displayed.

Choose an interface (on HP machines the interfaces are called 'ethQ', 'ethl’, etc).
Choose the Network Type.

Enter values for the following interface parameters and confirm:

e IP Address

e Hostname

e  Subnet Mask

The new interface parameters are displayed.

Type y to confirm the changes; the EMS server automatically reboots for the
changes to take effect.

Figure 12-9: Add Interface Parameters

erfa

Chooze Inter

ethl
eth2
ethi
Quit

Choose Hi

Hew Int

[v]

twork Type:
) Hetwork 1 (MG'as Network)
Hetwt 2

1

exr

continue? (v/n/q) I

Version 7.0

115 EMS



A
(3 AudioCodes EMS and SEM

12.6.2.3 Remove Interface

This section describes how to remove an interface.

> To remove an existing interface:

From the Ethernet Interfaces menu, choose option 2; the following is displayed:
Choose the interface to remove.

3. Type y to confirm the changes; the EMS server automatically reboots for the
changes to take effect.

12.6.2.4 Modify Interface

This section describes how to modify an existing interface.

> To modify an existing interface:

From the Ethernet Interfaces menu, choose option 3.
Choose the interface to modify; the following is displayed:
Change the interface parameters.

AN =

Type y to confirm the changes; the EMS server automatically reboots for the
changes to take effect.
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12.6.3 Ethernet Redundancy

This section describes how to configure Ethernet Redundancy.
Physical Ethernet Interfaces Redundancy provides failover when you have multiple
network interface cards that are connected to the same IP link.

The EMS server supports up to four Ethernet interfaces. For enhanced network
security, it is recommended to use two interfaces and to define Ethernet ports
redundancy on both of them. For example, EMS clients [Northbound] and Gateways
[Southbound]).

This option enables you to configure Ethernet ports redundancy.

A Note: When the operation is finished, the EMS server automatically reboots for the
changes to take effect.

Figure 12-17: Physical Ethernet Interfaces Redundancy

—  Fthernet Interfaces

EMS Clients
MNorthbound Network—— :‘TAGL‘WE &--P-edundant)

P —
“""'-*E—}Eg
Ethernet Interfaces—

(Aotlue & RBdt:eraﬂt)
Gateways —————

-_‘M\/Sout?bound Woﬂ?

\
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> To configure Ethernet Redundancy:

1. From the Network Configuration menu, choose Ethernet Redundancy option,
and then press Enter; the following is displayed:

Figure 12-18: Ethernet Redundancy Configuration
EMS Server 7.8.1144 Management

Interface:- ethd
Metwork: Server’s Network
IP Address: 1B.3.188.18
Interface: ethl
Mot configured
Interface: eth2
Mot configured
Interface: eth3

Mot configured
dd Redundant Interface
2 _Remove Redundant Interface
3.Modify Redundant Interface
h_Back
g-Quit to main Menu

2. This menu includes the following options:
e Add Redundant Interface (see Section 12.6.3.1 on page 118.
e Remove Redundant Interface (see Section 12.6.3.2 on page 120).

e Modify Redundant Interface (see Section 12.6.3.3 on page 121).

12.6.3.1 Add Redundant Interface

Remove a redundant interface under the following circumstances:
B You have configured an Ethernet interface (see Section 12.6.2 on page 113).

B Your default router can respond to a ‘ping’ command, due to a heartbeat
procedure between interfaces and the default router (to verify activity).

> To add a redundant interface:

From the Ethernet Redundancy menu, choose option 1.

2. Choose the network type for which to create a new redundant interface (for
example, 'EMS Client-Server Network").

3. Choose the interface in the selected network that you wish to make redundant
(for example, 'bgel’, 'bge?’, 'bge3’).

4. Choose the redundancy mode (for example, ‘balance-rr', ‘active-backup’).
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5. Type y to confirm the changes; the EMS server automatically reboots for
changes to take effect.

Figure 12-19: Add Redundant Interface (Linux)
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12.6.3.2 Remove Ethernet Redundancy

This section describes how to remove an ethernet redundancy interface.

> To remove the Ethernet Redundancy interface:

From the Ethernet Redundancy menu, choose option 2.

2. Choose the network redundancy to remove.
The current ethernet redundancy configuration is displayed.

3. Type y to confirm the changes; the EMS server automatically reboots for the
changes to take effect.

Figure 12-20: Ethernet Redundancy Interface to Disable

wa Redundant Intecface:
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12.6.3.3

Modify Redundant Interface

This section describes how to modify a redundant interface.

> To modify redundant interface and change redundancy settings:

From the Ethernet Redundancy, choose option 3.
Choose the ethernet redundancy interface to modify.
Change the redundancy settings.

Eal

Type y to confirm the changes; the EMS server automatically reboots for the
changes to take effect.

Figure 12-21: Modify Redundant Interface (Linux)

Ethernet Redundancy Configuration

Interface:

fv Redundant Interface:

Redundant HNetwork
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12.6.4 DNS Client

Domain Name System (DNS) is a database system that translates a computer's fully
gualified domain name into an IP address. If a DNS server cannot fulfill your request, it
refers the request to another DNS server - and the request is passed along until the
domain-name-to-IP-address match is made.

This option enables you to configure the client side (Resolver). If there is no existing
DNS configuration, the option Configure DNS is displayed. If already configured, the
option Modify DNS is displayed.

> To Configure the DNS Client:

1. From the Network Configuration menu, choose DNS Client, press Enter, and
then in the sub-menu, choose Configure DNS; the following is displayed:

Figure 12-22: DNS Setup

Do you want to specify the local domain name ? {y/nly
Local Domain MHame: Brad

Do you want to specify a search list 7 {(y/niy

Search List <use "." hetween domains names)>: Brad

DNE IP Address 1: 16.1.1.18
DHE IP Address 2: 16.1.1.11
DNE IF Address 3: 168.1.1.12

Configuration:
Domain Hawme: Brad
Search List: Brad
DNS IP 1: 1@8.1.1.18
NS IP 2:- 18.1.1.11
NS IP 3:- 18.1.1.12

sure that you want to continue? <y n-g> B

2. Specify the location domain. Type y to specify the local domain name or type n,
and then press Enter.

3. Specify a search list; type y to specify a list of domains (use a comma delimiter to
separate search entries in the list) or type n, and then press Enter.

Specify DNS IP addresses 1, 2 and 3.
5. Type y to confirm your configuration; the new configuration is displayed.
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12.6.5 NAT

NAT is the process of modifying network address information in datagram packet
headers traversing a traffic routing device for the purpose of remapping a given
address space to another.

> To configure NAT:

From the Network Configuration menu, choose NAT, and then press Enter.
Enable a NAT address; type y.

Enter the NAT address, and then press Enter.

Type y to confirm the changes.

ok obd-R

Stop and start the EMS server for the changes to take effect.

> To remove NAT configuration:

1. Enter the value -1.
2. Type y to confirm the changes.
3. Stop and start the EMS server for the changes to take effect.
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12.6.6 Static Routes

This option enables you to add or remove static route rules. Static routes are usually
only used in conjunction with /etc/defaultrouter. Static routes may be required for
network topology, where you don’t want to traverse your default Gateway/Router. In
this case, you will probably wish to make the routes permanent by adding the static
routing rules.

> To configure static routes:

1.  From the Network Configuration menu, choose Static Routes, and then press
Enter; the Static Routes Configuration is displayed:

Figure 12-23: Routing Table and Menu
EME Server Y.8.1144 Management

Static Routes Configuration

Kernel IP routing table
Gateway Genmask Flags MSE UWindow
aa

Destination
18.3.60.8
11.2060.68.8

A8.8.8.9 255.255.8.8 1]
18.3.180.20 255.255.0.8 uG aa

169.254.8.8 A8.8.8.8 255.255.8.8 1] a8

A.60.0.8
.
2.
h.
q-

19.3.8.1 6.8.09.0 uG 8 8

Remove Static Route
Back
Quit to main Menu

2. From the Static Routes configuration screen, choose one of the following options:
e Add a Static Route
¢ Remove a Static Route

> To add a static route:

From the Static Routes menu, choose option 1.
Enter the Destination Network Address.
Enter the router’s IP address.

A ow N =

Type y to confirm the changes.

> To remove a static route:

From the Static Routes menu, choose option 2.
Enter the Destination Network Address for the static route you wish to remove.
Enter the router’s IP address.

A w N =

Type y to confirm the changes.
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12.6.7 SNMP Agent
The SNMP Management agent enables access to system inventory and monitoring
and provides support for alarms using the industry standard management protocol:
Simple Network Management Protocol (SNMP).
This option enables you to configure the SNMP agent on the EMS server and
determines whether or not to forward system alarms from the EMS server to the NMS.
> To configure SNMP Agent:
1. From the Network Configuration menu, choose SNMP Agent, and then press
Enter.
Enter the NMS IP.
3. Enter the Community string.
The new configuration is applied.
12.6.8 Server SNMPv3 Engine ID

The EMS server Engine ID is used by the SNMPv3 protocol when alarms are
forwarded from the EMS to an NMS. By default, the EMS server SNMPv3 Engine ID is
automatically created from the EMS server IP address. This option enables the user to
customize the EMS server Engine ID according to their NMS configuration.

> To configure the SNMPv3 Engine ID:

1. From the Network Configuration menu, choose SNMPv3 Engine ID, and then
press Enter; the following is displayed:

Figure 12-24: EMS Server Manager — Configure SNMPv3 Engine ID

SHMPv3 Engine ID Configuration

r's SHMPv3 Engine ID {0 in all wvalues return to default configuration)

{valid range -128 .. 127):|}

2. Enter'12' separate bytes ranges of the Engine ID (each valid range from between
-128 to 127). In each case, press Enter to confirm the current value insertion and
then proceed to the next one.

3.  When all Engine ID bytes are provided, type y to confirm the configuration. To
return to the root menu of the EMS Server Manager, press q.
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Figure 12-25: SNMPv3 Engine ID Configuration — Complete Configuration

12.7

SNMPv3 Engine ID Configuration

Server's SNMPv2 Engine ID
-128 ..
-128 ..
-128 ..
-128 ..
-128 ..
-128 ..
-128 ..
-128 ..
-128 ..
- T27= 117
127) =-111
- 127):127

Byte[3]
Byte[4]
Byte[5]

e[&]
Byte[T7]
Byte[8]
Byte[9]

Byte[10]
Byte[11]

Engine ID: 21.23.2.5.3.78.-17.-56.121.117.-111.127
hre you sure that yvou want to continue? (v/n/q) I

Date and Time Settings

{valid
{valid
{wvalid
{valid
{wvalid
{valid
{valid
{valid
{valid
{valid

{valid range -128 ..
28

range
range
range
range
range
range
range
range
range
range

-128

{valid range -

127):21
127):23
127) :
127)
127) :
127):78
127):-17
127) :-56
127):121

{0 in all wvalues return to default configuration)

This option enables you to change the system time and date.

> To change system time and date:

B From the EMS Server Management root menu, choose Date & Time, and then

press Enter; the following is displayed:

Figure 12-26: EMS Server Manager - Change System Time & Date

EME Server 7.8.1144 Management

2. Timezone Settings
3.Date & Time Settings
g-Quit to main Menu

This menu includes the following options:
e NTP (see Section 12.7.1 on page 127)

e Time Zone Settings (see Section 12.7.2 on page 129)

e Date & Time Settings (see Section 12.7.3 on page 129)
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12.71 NTP

Network Time Protocol (NTP) is used to synchronize the time and date of the EMS

server (and all its components) with other devices in the IP network.

This option enables you to configure the EMS server to obtain its clock from an
external NTP clock source and in addition this enables other devices that are
connected to the EMS server in the IP network to synchronize with this clock source.
These devices can be any device containing an NTP server or client, such as the

Mediant 5000 or Mediant 8000 Media Gateways.

Alternatively you can configure the NTP server to allow other devices in the IP network

to synchronize their clocks according to the EMS server clock.

Notes:

devices.

A e  When working with the Session Experience Manager (SEM), you should
configure the same NTP server on both the EMS server and the AudioCodes

device.

o It is recommended to configure the EMS server to synchronize with an external
clock source because the EMS server clock is less precise than other NTP

e  When connecting the Lync Front-End server to the SEM, ensure that the same
NTP server clock is used on both the EMS server and Microsoft Lync server.

o If you configure NTP server on the device, it is recommended to configure the
same NTP server settings on the device and the EMS server.

> To configure NTP:

1.  From the Date & Time menu, choose NTP, and then press Enter; the following is

displayed:

Figure 12-27: EMS Server Manager - Configure NTP

EME Server 7.8.1144 Management

Current NIF status:- ON
AllowsRestrict access to NIP clients: Allow

remote refid t wvhen poll reach

—218-194-48_. _RHMOT. - 1824 5}
ntp—vbe.laika.pa .INIT. - 1824 a
LOCAL{A> . LOCL. 4 64 a._aan
b MConf igure NIP
.S8top NIP
.Restrict access to NIP clients
.Activate DDoS protection
.Add authorized subnet of devices to sync hy NIP
.Remove authorized szubnet of devicesz from NIP rules
.Back
.Quit to main Menu

2.  From the NTP menu, choose option 1 to configure NTP.
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3. Atthe prompt, do one of the following:

e Typey for the EMS server to act as both the NTP server and NTP client.
Enter the IP addresses of the NTP servers to serve as the clock reference
source for the NTP client (Up to four NTP servers can be configured).

e Type n for the EMS server to act as the NTP server only. The EMS server is
configured as a Stand-alone NTP server. The NTP process daemon starts
and the NTP status information is displayed on the screen.

12.711 Stopping and Starting the NTP Server

This section describes how to stop and start the NTP server.

> To start NTP services:

B From the NTP menu, choose option 2, and then choose one of the following
options:

e If NTP Service is on: Stop NTP
° If NTP Service is off: Start NTP

The NTP daemon process starts; when the process completes, you return to the
NTP menu.

12.7.1.2 Restrict Access to NTP Clients

This section describes how to restrict access to NTP clients.

> To allow access to NTP clients:

B From the NTP menu, choose option 3 to allow or restrict access to NTP clients;
the screen is updated accordingly.
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12.7.2 Time Zone Settings

This option enables you to change the time zone of the EMS server.

> To change the system time zone:

1.  From the Date & Time menu, choose Time Zone Settings, and then press Enter.
2. Enter the required time zone.

3. Type y to confirm the changes; the EMS server automatically reboots for the
changes to take effect.

12.7.3 Date and Time

This option enables you to set the date and time.

> To set the date and time:

1. From the Date & Time menu, choose Date & Time Settings, and then press
Enter; the current server time is displayed:

Figure 12-28: Change System Time and Date Prompt

Server's Time Is: [23/18-2813 HW?:56:381
Mew Time (mmddHHMMyyyy. 852> [1:

2. Enter the new time as shown in the following example:

mmddHHMMyyyy.SS : month(08),day(16),Hour(16),Minute(08),year(2007),".”
Second.
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12.8 Security

The EMS Management security options enable you to perform security actions, such
as configuring the SSH Server Configuration Manager, and user’s administration.

> To configure security settings:

B From the EMS Server Manager root menu, choose Security, and then press
Enter, the following is displayed:

Figure 12-29: Security Settings

r [{ATDE} and Prelinking

ed communication

This menu includes the following options:

e Add EMS User (see Section 12.8.1 on page 131).

e  SSH Server Configuration Manager (see Section 12.8.2 on page 125.
e DB Password (see Section 12.8.3 on page 145).

e OS Password Settings (see Section 12.8.4 on page 145.

e  Start/ Stop File Integrity Checker (see Section 12.8.5 on page 149.

e  Software Integrity Checker (AIDE) and Prelinking (see Section 12.8.6 on
page 149).

e USB Storage (see Section 12.8.7 on page 150).

e  Network options (see Section 12.8.8 on page 151).

e Audit Agent Options (see Section 12.8.9 on page 151).

e Enable SEM client secured connection (see Section 12.8.10 on page 152)

e Enable EMS4IPPhones client & JAWS secured communication (see
Section 12.8.11 on page 152).
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12.8.1

Add EMS User

This option enables you to add a new administrator user to the EMS server database.
This user can then log into the EMS client. This option is advised to use for the
operator’s definition only in cases where all the EMS application users are blocked
and there is no way to perform an application login.

> To add an EMS user:

From the Security menu, choose Add EMS User, and then press Enter.
Enter the name of the user you wish to add.
Enter a password for the user.

o bd =

Type y to confirm your changes.

Note: Note and retain these passwords for future access.
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12.8.2 SSH Server Configuration Manager

This section describes how to configure the EMS server SSH connection properties
using the SSH Server Configuration Manager.

> To configure SSH:

1. From the Security menu, choose SSH; the following is displayed:

Figure 12-30: SSH Configuration
EMS Server Y.H.1144 Management

.Conf igure S55H Banner

.Configure S55H on Ethernet Interfaces
.Dizable £5H Passzword Authentication
.Enabhle 55H IgnorelUserEnownHosts parameter
.Configure S55H Allowed Hosts

.Back

.Quit to main Menu

This menu includes the following options:

e Configure SSH Log Level (see Section 12.8.2.1 on page 133).

e Configure SSH Banner (see Section 12.8.2.2 on page 134).

e  Configure SSH on Ethernet Interfaces (see Section 12.8.2.3 on page 135).
e Disable SSH Password Authentication (see Section 12.8.2.4 on page 138.

e Enable SSH Ignore User Known Hosts Parameter (see Section 12.8.2.5 on
page 139).

e Configure SSH Allowed Hosts (see Section 12.8.2.6 on page 140).
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12.8.2.1 SSH Log Level

You can configure the log level of the SSH daemon server. The log files are found at
the location '/var/log/secure' (older records are stored in secure.1, secure.2 etc.).

> To configure the SSH Log Level:

1.  From the SSH menu, choose option 1, and then press Enter; the following is
displayed:

Figure 12-31: SSH Log Level Manager
EME Serwver Y.8.1144 Management

#LogLevel INFO

Mote: Changing LogLevel will restart SSH
.FA
.E

. |

.UERBOSE

-.DEBUG

-.DEBUG1

-DEBUG2

.DEBUG3

18. DEFAULT

b.Back

g-0uit to main Menu

>1
2
3
4
5
b
?
8
?

2. To configure the desired log level, choose the number corresponding to the
desired level from the list, and then press Enter.

The SSH daemon restarts automatically.
The Log Level status is updated on the screen to the configured value.
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12.8.2.2 SSH Banner

The SSH Banner displays a pre-defined text message each time the user connects to
the EMS server using an SSH connection. You can customize this message. By
default this option is disabled.

> To configure the SSH banner:

1. From the SSH menu, choose option 2, and then press Enter; the following is
displayed:

Figure 12-32: SSH Banner Manager
EMS Server Y.A.1144 Management

Current Banner State:
To change S5H Banner,. please, change setcsissue file.
Mote: Changing Banner state will restart 55H

piMEnable 55H Banne
b.Back
g-Quit to main Menu

Edit a '/etc/issue’ file with the desired text.

3. Choose option 1 to enable or disable the SSH banner.
Whenever you change the banner state, SSH is restarted.
The 'Current Banner State' is displayed in the screen.
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12.8.2.3 SSH on Ethernet Interfaces

You can allow or deny SSH access separately for each network interface enabled on
the EMS server.

> To configure SSH on ethernet interfaces:

B From the SSH menu, choose option 3, and then press Enter; the following is
displayed:

Figure 12-33: Configure SSH on Ethernet Interfaces
EME Server Y.8.1144 Management

Ethernet Interfaces — S5H Hanager:
S5H Listener Statuses:
ALL - 58H enahled on all the Interfaces
Yes — S58H enabled on specific Interface
Ho - S8H disabled on specific Interface

Interface [ 58H Listener Status | IP fAddress Host Mame
eth@ ! ALL i 18.3.188.18 GEB-EM518

b dd S5H to A1l Ethernet Interfaces

2_Add 55H to Ethernet Interface
J.Remove S5H from Ethernet Interface
b.Back

g.Quit to main Menu

This menu includes the following options:

e Add SSH to All Ethernet Interfaces (see Section 12.8.2.3.1 on page 136.

e Add SSH to Ethernet Interface (see Section 12.8.2.3.2 on page 137).

e Remove SSH from Ethernet Interface (see Section 12.8.2.3.3 on page 137).
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12.8.2.3.1 Add SSH to All Ethernet Interfaces

This option enables SSH access for all network interfaces currently enabled on the

EMS server.

> To add SSH to All Ethernet Interfaces:

B From the Configure SSH on Ethernet Interfaces menu, choose option 1, and then
press Enter.
The SSH daemon restarts automatically to update this configuration action.
The column 'SSH Listener Status' displays ALL for all interfaces.
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12.8.2.3.2 Add SSH to Ethernet Interface
This option enables you to allow SSH access separately for each network interface.
> To add SSH to Ethernet Interfaces:
1. From the Configure SSH on Ethernet Interfaces menu, choose option 2, and then
press Enter.
After entering the appropriate sub-menu, all the interfaces upon which SSH
access is currently disabled are displayed.
2. Enter the appropriate interface number, and then press Enter.
The SSH daemon restarts automatically to update this configuration action.
The column 'SSH Listener Status' displays 'YES' for the configured interface.
12.8.2.3.3 Remove SSH from Ethernet Interface

This option enables you to deny SSH access separately for each network interface.

> To deny SSH from a specific Ethernet Interface:

1.

From the Configure SSH on Ethernet Interfaces menu, choose option 3, and then
press Enter.

All the interfaces to which SSH access is currently enabled are displayed.
Enter the desired interface number, and then press Enter.

The SSH daemon restarts automatically to update this configuration action.
The column 'SSH Listener Status' displays 'No' for the denied interface.

Note: If you attempt to deny SSH access for the only enabled interface, a message
is displayed informing you that such an action is not allowed.
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12.8.2.4 Enable/Disable SSH Password Authentication

This option enables you to disable the username/password authentication method for
all network interfaces enabled on the EMS server.

> To disable SSH Password Authentication:

1. From the SSH menu, choose option 4, and then press Enter; the following is
displayed:

Figure 12-34: Disable Password Authentication

Paszword Aunthentication:

SH Password Ruthentication is ENABLED.

Note: Changing Password Authentication mode will restart S5SH
Are you sure you want to Disable 55H Password Authentication? {v/m) I

2. Typey to disable SSH password authentication or n to enable, and then press
Enter.

The SSH daemon restarts automatically to update this configuration action.

Note: Once you perform this action, you cannot reconnect to the EMS server using
User/Password authentication. Therefore, before you disable this authentication
method, ensure that you provision an alternative SSH connection method. For

example, using an RSA keys pair. For detailed instructions on how to perform such

an action, see www.junauza.com or search the internet for an alternative method.
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12.8.2.5 Enable SSH IgnoreUserKnownHosts Parameter

This option enables you to disable the use of the '$SHOME/.ssh/known_host' file with
stored remote servers fingerprints.

> To enable SSH IgnoreUserKnowHosts parameter:

1. From the SSH menu, choose option 5, and then press Enter; the following is
displayed:

Figure 12-35: SSH IgnoreUserKnowHosts Parameter - Confirm
Enable 55H IgnorelserEnownHosts parameter:

Current 55H IgnoreUserEnownHosts parameter wvalue is NO.

you sure you want to Change 55H IgnoreUserEnownHosts walue to YES? (y/n) yl

2. Type y to change this parameter value to either 'YES' or 'NO' or type n to leave
as is, and then press Enter.
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12.8.2.6 SSH Allowed Hosts

This option enables you to define which hosts are allowed to connect to the EMS

server through SSH.

> To Configure SSH Allowed Hosts:

B From the SSH menu, choose option 6, and then press Enter; the following is
displayed:

Figure 12-36: Configure SSH Allowed Hosts
EME Server Y.A.1144 Management

S8H Allowed for ALL Hosts.
biMDeny ALL Hosts|

2_Add Host- Subnet to Allowed Hosts
h.Back

g.Quit to main Menu

This menu includes the following options:

e Allow ALL Hosts (see Section 12.8.2.6.1 on page 141).

e DenyALL Hosts (see Section 12.8.2.6.2 on page 141).

e Add Host/Subnet to Allowed Hosts (see Section 12.8.2.6.3 on page 142).

e Remove Host/Subnet from Allowed Hosts (see Section 12.8.2.6.4 on page
144).
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12.8.2.6.1 Allow ALL Hosts

This option enables all remote hosts to access this EMS server through the SSH
connection.

» To allow ALL Hosts:

1.  From the Configure SSH Allowed Hosts menu, choose option 1, and then press
Enter.

2. Typey to confirm, and then press Enter.
The appropriate status is displayed in the screen.

12.8.2.6.2 Deny ALL Hosts

This option enables you to deny all remote hosts access to this EMS server through
the SSH connection.

> To deny all remote hosts access:

1. From the Configure SSH Allowed Hosts menu, choose option 2, and then press
Enter.

2. Typey to confirm, and then press Enter.
The appropriate status is displayed in the screen.

cannot reconnect to the EMS server through SSH. Before you disable SSH access,
ensure that you have provisioned alternative connection methods, for example,
serial management connection or KVM connection.

j Note: When this action is performed, the EMS server is disconnected and you
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12.8.2.6.3 Add Hosts to Allowed Hosts

This option enables you to allow different SSH access methods to different remote
hosts. You can provide the desired remote host IP, subnet or host name in order to
connect to the EMS server through SSH.

> To add Hosts to Allowed Hosts:

1. From the Configure SSH Allowed Hosts menu, choose option 3, and then press
Enter; the following is displayed:

Figure 12-37: Add Host/Subnet to Allowed Hosts
EME Server 7.8.1144 Management

Main Menu?> Security> S5H> Configure S5H Allowed Hosts> Add Host~sSubnet to Allow

biAdd TP Address {x_x_x_x)

2.Add Subnet (n.n.n.n/'m.m.m.m — network- netmask>
3.Add Host Hame (without """ or "." characters)
b.Back

g-Quit to main Menu

2. Choose the desired option, and then press Enter.

3. Enter the desired IP address, subnet or host name, and then press Enter.

Note: When adding a Host Name, ensure the following:
A e  Verify your remote host name appears in the DNS server database and your
EMS server has an access to the DNS server.

° Provide the host name of the desired network interface defined in “/etc/hosts”
file.

4. Type y to confirm the entry, and then press Enter again.

If the entry is already included in the list of allowed hosts, an appropriate
notification is displayed.

When the allowed hosts entry has been successfully added, it is displayed in the
SSH Allow/Deny Host Manager screen as shown in the figure below:
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Figure 12-38: Add Host/Subnet to Allowed Hosts-Configured Host

EME Server Y.8.1144 Management
Main Menu> Security> SS5H> Con ure S5H Allowed Hosts
Current Allowed Hosts Subnets:

IP Addresses:
1iA.13.22.3

1.A1low ALL Hosts

2.Deny ALL Hosts
pENdd Host Sulnet to Allowed Hosts

4_.Remove Host-Subnet from Allowed Hosts
bh.Back

g-Quit to main Menu
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12.8.2.6.4 Remove Host/Subnet from Allowed Hosts

If you have already configured a list of allowed hosts IP addresses, you can then
remove one or more of these host addresses from the list.

> To remove an existing allowed host's IP address:
1. From the Configure SSH Allowed Hosts menu, choose option 1, and then press
Enter; the following is displayed:

2. Choose the desired entry to remove from the Allowed Hosts list, i.e. to deny
access to the EMS server through SSH connection, and then press Enter again.

3. Type y to confirm the entry, and then press Enter again.

When the allowed hosts entry has been successfully removed, it is displayed in
the SSH Allow/Deny Host Manager screen as shown in the figure below:

Note: When you remove either the only existing IP address, Subnet or Host Name
in the Allowed Hosts in the Allowed Hosts list, there are no remote hosts with access
(i.e. for each respective option ) to connect to the EMS server using SSH. When this
action is performed, you are disconnected from the EMS server and may not be able
to reconnect through SSH. Therefore, prior to disabling SSH access, ensure that
alternative connection methods have been provisioned, for example, serial
management connection or KVM connection.
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12.8.3 DB Password

This option enables you to change the DB password. The EMS server shuts down
automatically before changing the DB password.
> To change the DB Password:

1. From the Security menu, choose DB Password, and then press Enter; the EMS
server is rebooted.

2. Press Enter until the New Password prompt is displayed.

Figure 12-39: EMS Server Manager — Change DB Password

[EMS Server is
Press Enter to continue.

Oracle Change password Script start

[EMSADMIN
urrent Password:

ew Password: (Password should contain at least one digit. one character and one punctuation?

3. Enter the new password, which should contain at least one digit, one character
and one punctuation.

Notes:
A o The EMS server is rebooted when you change the DB password.

o Note and retain these passwords for future access. It is not possible to restore
these passwords or to enter the EMS Database without them.

4. After validation, a message is displayed indicating that the password was
changed successfully.

12.84 OS Passwords Settings

This section describes how to change the OS password settings.

> To change OS passwords:

1. From the Security menu, choose OS Users Passwords, and then press Enter.
Proceed to one of the following procedures:
e  General Password Settings (see Section 12.8.4.1 on page 146.

e  Operating System User Security Extensions (see Section 12.8.4.2 on page
147).
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12.8.4.1

General Password Settings

This option enables you to change the OS general password settings, such as
'Minimum Acceptable Password Length' and 'Enable User Block on Failed Login'. This
feature also enables you to modify settings for a specific user, such as 'User’s
Password' and 'Password Validity Max Period'.

> To modify general password settings:

1. The Change General Password Settings prompt is displayed; type y, and then
press Enter.

|Do you want to change general password settings? (y/n)y |

2. The Minimum Acceptable Password Length prompt is displayed; type 10, and
then press Enter.

| Minimum Acceptable Password Length [10]: 10 |

5. The Enable User Block on Failed Login prompt is displayed; type y, and then
press Enter.

|Enable User Block on Failed Login (y/n) [yl vy |

6. The Maximum Login Retries prompt is displayed; type 3, and then press Enter.

| Maximum Login Retries [3]: 3 |

7. The Failed Login Locking Timeout prompt is displayed; type 900, and then press
Enter.

| Failed Login Locking Timeout [900]:900 |

8. You are prompted if you wish to continue; type y, and then press Enter.

|Are you sure that you want to continue? (y/n/q) y |

Note: User NBIF is created password less for SSH Login. When you provide a new
password for NBIF user, a normal login is allowed. When changing passwords,
retain these passwords for future access.
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12.8.4.2

Operating System Users Security Extensions

This feature enables the administrator to configure the following additional user
security extensions:

B Maximum allowed numbers of simultaneous open sessions.

B [nactivity time period (days) before the OS user is locked.

To configure these parameters, in the OS Passwords Settings menu, configure
parameters according to the procedure below (see also green arrows indicating the
relevant parameters to configure in Figure 12-40).

> To configure operating system users security extensions:

1. The Change General Password Settings prompt is displayed; type n, and then
press Enter.

| Do you want to change general password settings ? (y/n) n |

2. The Change password for a specific user prompt is displayed; type y, and then
press Enter.

| Do you want to change password for specific user ? (y/n) y ‘

3. Enter the Username upon which you wish to place limitations, and then press
Enter.

| Enter Username [acems]: |

4. The change User Password prompt is displayed; type n, and then press Enter.

| Do you want to change its password ? (y/n) n |

5. An additional Password prompt is displayed, type y, and then press Enter.

Do you want to change its login and password properties? (y/n)
Yy

6. The Password Validity prompt is displayed; press Enter.

| Password Validity Max Period (days) [90]: |
7. The Password Update prompt is displayed; press Enter.

| Password Update Min Period (days) [1]: |
8. The Password Warning prompt is displayed; press Enter.

| Password Warning Max Period (days) [7]: |

9. The Maximum number of Simultaneous Open Sessions prompt is displayed;
enter the number of simultaneous open SSH connections you wish to allow for
this user.

Maximum allowed number of simultaneous open sessions [0]:
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10. The Inactivity Days prompt is displayed; enter the number of inactivity days
before the user is locked. For example, if you'd like to suspend a specific user if
they have not connected to the EMS server for a week, enter 7 days.

Days of inactivity before user is locked (days) [0]:

Figure 12-40: OS Passwords Settings with Security Extensions

Eximuam
Days of ity befo ] 3 locked (days)

Are you sure that you want to continue? (yv/n/g) ¥

If the user attempts to open more than three SSH sessions simultaneously, they are
prompted and immediately disconnected from the fourth session as displayed in the figure
below.

Figure 12-41: Maximum Active SSH Sessions

ding request.

1

Note: By default you can connect through SSH to the EMS server with user acems
only. If you configure an inactivity days limitation on this user, the situation may
arise, for example, where a user is away for an extended period and has no active
user to access the EMS server. Therefore, we strongly recommend to use this
limitation very carefully and preferably to configure this option for each user to
connect to the EMS server through SSH other than with the acems user.
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12.8.5

12.8.6

Start / Stop File Integrity Checker

The File Integrity checker tool periodically verifies whether file attributes were changed
(permissions/mode, inode #, number of links, user id, group id, size, access time,
modification time, creation/inode modification time). File Integrity violation problems
are reported through EMS Security Events. The File Integrity checker tool runs on the
EMS server machine.

B From the Security menu, choose File Integrity Checker, and then press Enter;
the File Integrity Checker is started or stopped.

Start/Stop Software Integrity Checker (AIDE) and Pre-linking

AIDE (Advanced Intrusion Detection Environment) is a file and directory integrity
checker. This mechanism creates a database from the regular expression rules that it
finds in its configuration file. Once this database is initialized, it can be used to verify
the integrity of the files.

Pre-linking is designed to decrease process startup time by loading each shared
library into an address for which the linking of needed symbols has already been
performed. After a binary has been pre-linked, the address where the shared libraries
are loaded will no longer be random on a per-process basis. This is undesirable
because it provides a stable address for an attacker to use during an exploitation
attempt.

> To start AIDE and disable pre-linking:

1.  From the Security menu, choose Software Integrity Checker (AIDE) and Pre-
linking; the current status of these two processes is displayed:

Figure 12-42: Software Integrity Checker (AIDE) and Pre-linking

Software Integrity Checker <AIDE> and Prelinking:

Software integrity checker (AIDE» iz disabled and Prelinking iz enabled.

Enahle integrity checker, and disable prelinking? (y/n>|j

2. Do one of the following:
e Typey to enable AIDE and disable pre-linking
e Type n to disable AIDE and enable pre-linking.
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12.8.7 USB Storage

This menu option allows enabling or disabling the EMS Server's USB storage access
as required.

» To enable USB storage:

1. From the Security menu, choose USB Storage; the following prompt is
displayed:

Figure 12-43: USB Storage

Storage:

» 1z enabled.

Storage? (y/n)_

2. Enable or disable USB storage as required.
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12.8.8 Network Options

This menu option provides several items to enhance network security.

> To enable network options:

1. From the Security menu, choose Network Options; the following screen is
displayed:

Figure 12-44: Network Options
EMS Server 7.8.1144 Management

ilog packets with impossible addresses to kernel log:
ilgnore all ICHPF ECHO requests:
ilgnore all ICHF ECHO and TIHESTAHF requests:
iSend ICHP redirect messages:
ilccept ICHF redirect messages:s
i ppzsihle addresses to kernel log
2.Enabhle ignore all ICHMP ECHO requests
3.Enabhle Ignore all ICHMP ECHO and TIMESTAMP requests
4_.Enabhle zend ICHP redirect messages
L .Enable accept ICHMP redirect messages
h.Back
g.Quit to main Menu

2. Setthe required network options.

12.8.9 Auditd Options

Using the Auditd option, you can change the auditd tool settings to comply with STIG
recommendations.
> To set Auditd options according to STIG:

1.  From the Security menu, choose Auditd Options; the following screen is
displayed:

Figure 12-45: Auditd Options

Buditd Options:

Mot using STIG recommendations for auditd

Change auditd settings according to STIG recommendations? (v/n)_

2. Enable or disable Auditd options as required.
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12.8.10

12.8.11

Enable SEM Client Secured Connection

This menu option enables you to secure the connection between the SEM client
browser and the Tomcat server over HTTPS. When this option is enabled, the
connection is secured through HTTPS port 9400 (instead of port 8400-HTTP).

> To enable a secure connection between SEM client browser and Tomcat
server:

B From the Security menu, choose Enable SEM Client Secured Connection; the
connection is secured.

Enable EMS4IPPhones Client and JAWS Secured
Communication

This menu option enables you to secure the connection between the IP Phone
Manager client browser & JAWS and the Apache server over HTTPS. When this
option is enabled, the connection is secured through HTTPS port 443 (instead of port
80-HTTP).

> To enable a secure connection between IP Phone Manager client

browser/JAWS and EMS server:

B From the Security menu, choose EMS4IPPhones client & JAWS Secured
Communication; the connection is secured.
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12.9 Diagnostics

This section describes the diagnostics procedures provided by the EMS server
Manager.

> To run EMS Server diagnostics:

B From the EMS Server Manager Root menu, choose Diagnostics, and then press
Enter, the following is displayed:

Figure 12-46: Diagnostics
EMS Server Y.A.1144 Management

2.Devices Syszlog
3.Devices Debug
g-Quit to main Menu

This menu includes the following options:

e Syslog Configuration (see Section 12.9.1 on page 155).

e Board Syslog Logging Configuration (see Section 12.9.2 on page 155).
e TP Debug Recording Configuration (see Section 12.9.3 on page 156).

12.9.1 Syslog Configuration

This section describes how to send EMS server Operating System (OS)-related syslog
EMERG events to the system console and other EMS server OS related messages to
a designated external server.

> To send EMERG event to the syslog console and other events to an external
server:
1. From the Diagnostics menu, choose Server Syslog, and then press Enter.

2. To send EMERG events to the system console, type y, press Enter, and then
confirm by typing y again.
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Figure 12-47: Syslog Configuration

Syz=log configuration

Send EMERG events to system console: n
Forward messages to external server: n

Send EMERG events to system console 7 (usnd y

Logging of many events on console when RS-232 console is used may cause severe p
erformance degradation ¢due to 7688 baud ratel.
Are you sure ¥ {ysnr

Figure 12-48: Forward Messages to an External Server

v external server 2 (y/
from this list):

from this list):

Hostname[] =

3.  You are prompted to forward messages to an external server, type y, and then
press Enter.

Type the desired Facility from the list (case-sensitive), and then press Enter.
5. Type the desired Severity.
Type the external server Hosthame or IP address.
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12.9.2

A\

Board Syslog Logging Configuration

The capture of the device's Syslog can be logged directly to the EMS server without
the need for a third-party Syslog server in the same local network. The EMS server
Manager is used to enable this feature.

Note: This feature is only relevant for CPE products. Syslog is captured according
to the device's configured Syslog parameters. For more information, see the
relevant device's SIP User's manual.

The user needs to also enable the monitored device to send syslog messages to the
standard syslog port (UDP 514) on the EMS server machine.

The syslog log file 'syslog' is located in the following EMS server directory:
/data/NBIF/mgDebug/syslog

The syslog file is automatically rotated once a week or when it reaches 100 MB. Up to
four syslog files are stored.

> To enable device syslog logging:

From the Diagnostics menu, choose Devices Syslog, and then press Enter.
2. You are prompted whether you wish to send EMER events to system console;
type Y or N.

3. You are prompted whether you wish to send events to an external server; type Y
or N.
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12.9.3

A\

TP Debug Recording Configuration

Debug recordings packets from all managed machines can be logged directly to the
EMS server without the need for a 3" party network sniffer in the same local network.

Note: This feature is only relevant for CPE products. Debug recording packets are
collected according to the device's configured Debug parameters. For more
information, see the relevant device's User's manual.

The EMS server runs the Wireshark network sniffer, which listens on a particular
configured port. The sniffer records the packets to a network capture file in the Debug
Recording (DR) directory. You can then access this file from your PC through FTP.

The EMS Server Manager is used to enable this feature. The user should configure
the monitored device to send its debug record messages to a specific port (UDP 925)
on the EMS server IP.

The DR capture file is located in the following EMS server directory:
/data/NBIF/mgDebug/DebugRecording

The file ‘TPDebugRec<DATE>.cap’ is saved for each session. The user is responsible
for closing (stopping) each debug recording session. In any case, each session (file) is
limited to 10MB or one hour of recording (the first rule which is met causes the file to
close i.e. if the file reaches 10MB in less than an hour of recording, it is closed). A
cleanup process is run daily, deleting capture files that are 5 days old.

The user is able to retrieve this file from the EMS server and open it locally on their
own PC using Wireshark with the debug recording plug-in installed (Wireshark version
1.6.2 supports the Debug Recording plug-in).

> To enable or disable TP Debug Recording:

1. From the Diagnostics menu, choose Devices Debug, and then press Enter.

A message is displayed indicating that debug recording is either enabled or
disabled.

2. Typey, and then press Enter.
Recording files are saved in /data/NBIF/mgDebug directory on the server.

Note: It is highly recommended to disable the 'TP Debug Recording' feature when
you have completed recording because this feature heavily utilizes system
resources.

IOM Manual

156 Document #: LTRT-94146




Part VI

HA (High Availability)

This section describes the EMS HA Configuration options.







|IOM Manual

13. Getting Started with HA (High Availability)

13

Getting Started with HA (High
Availability)

EMS servers High Availability is supported for EMS server applications running on
the Linux platform.

Two EMS server machines are required to support High Availability: one machine
serving as the Primary machine and the other serving as the Secondary machine.
When the EMS application is active and running, all data stored in the EMS server
machine and database is replicated from the Primary machine to the Secondary
machine. Upon Primary machine failure recognition (either on the EMS application or
on the Network), activity is automatically transferred from the Primary server machine
to the Secondary server machine.

Two models of High Availability are supported:

B Both EMS servers are located in the same subnet. There is a single EMS server
IP address - Global (Virtual) IP address defined for all the Network Components
(EMS clients and Managed Gateways). Each of the EMS server machines has an
internal Private IP address and the active EMS server machine performs binding
to the Global (Virtual) IP address. This setup currently does not support working
with gateways behind a NAT.

B Each one of the EMS servers is located in a different network subnet and has its
own IP address. During the EMS client login dialog, the user should provision
both IP addresses (Geo HA), and the EMS client application will constantly
search for the currently active EMS server machine. All the managed gateways
relevant applications (such as Trap Sending, NTP Server, and OCSP Server)
should be aware of two possible EMS server machine addresses.

The HA Configuration menu option enables you to configure EMS server machines
high availability, perform HA-related actions and review the HA status for both servers.

Prior to configuring HA, both machines should be installed with an identical EMS
server version and an identical operating system and network configuration.

Version 7.0

159 EMS



A .
f & AudioCodes EMS and SEM

13.1 EMS HA Pre-requisites

Before implementing an EMS HA configuration, ensure that both EMS servers have
an identical configuration according to the following:

Both servers have identical hardware. See EMS Server and Client Requirements
section for supported machines (see Section 3 on page 23).

An identical Linux OS is installed on both servers.

An identical EMS version is installed on both servers.

An identical database password should be configured on both servers.

An identical interface configuration and the same subnets are connected to each
server (N/A for Geo HA).

An identical redundancy configuration on identical interfaces.

The EMS application is down (use the EMS Server Manager to shut down the
EMS application).

SSH communication between the Secondary and the Primary servers exists.
Network Bandwidth requirements between two EMS servers are as follows:

e Initial Synchronization process: at least 80 Mbps

During the initial sync process, the entire /data partition is synchronized
between the active and redundant servers. This partition size is 63GB on HP
DL360 G6 servers and 900GB on HP DL360p G8 servers. A network speed
of at least 80 Mbps is required to complete the initial sync process in up to 2
hours on G6 servers and 4 hours on G8 servers.

Assuming a slower network, the process will take longer. For example, on
G6 servers:

¢ 20 Mbps -> 7 hours
¢ 10 Mbps -> 14 hours

e Ongoing server Synchronization: 10 Mbps.

e Ping between two servers: the ping time between each EMS server machine
should not exceed 200 msec.

During the HA configuration process, entire /data partition is duplicated from the
primary server to the secondary server. If any of the servers contain previous
backup files, these files are deleted on the secondary server. These files should
be backed up on an external storage machine prior to the HA configuration.

If you are using user-defined certificates (see Appendix Error! Reference source
not found. on page Error! Bookmark not defined.), they must be preinstalled
on both primary and secondary machines before commencing the HA process.
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13.2 EMS HA Data Synchronization
The data synchronization is performed using a distributed replicated block device for
the Linux operating system. This process allows a real-time mirror of the local block
devices on a remote machine.
The replicated EMS data includes the following:
B EMS Database
B EMS NBIF files including the following:
o Backup files
e Alarms files
e Topology files
e Performance files
e MG backup files
e Debug recording
B EMS Software files (EMS Software Manager files)
¢ MG configuration files, for upgrade and management
o MG Auxiliary files
The initial synchronization time between two EMS server machines is estimated at
1.5-4 hours, depending on network speed/quality and servers’ disk size.
13.2.1 Replicate EMS Server Manager Actions

A\

13.3

Any actions performed using the EMS Server Manager prior to the HA configuration
should be manually updated on both EMS server machines. EMS Server Manager
actions are logged in the following file:

| /var/log/ems/EmsServerManager . txt

Note: The EMS HA process does not automatically replicate actions executed using
the EMS Server Manager on the primary server to the secondary server.

EMS Server Manager
This section describes specific details in reference to the maintenance procedures
available in the EMS Server Manager.

The EMS Server Manager displays dynamic menus. Each menu is displayed
differently according to the current server’s state.

The following menu items are not displayed on the Primary server:
B Start/Stop Application

Change Server's IP Address

Configure Ethernet Interfaces

Configure Ethernet Redundancy

Configure NAT
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13.4

13.5

13.6

B Restore the EMS Server

®m DB Password

The following menu items are not displayed on the Secondary server:
Start/Stop Application
Change Server's IP Address

Configure Ethernet Interfaces

Configure NAT

Add EMS User

Restore the EMS Server
®m DB Password

|
|
|
B Configure Ethernet Redundancy
|
|
|

In some cases, the menu will only be updated after running EMS Server Manager
again. For instance, after HA installation, the “Start/Stop EMS Server” option is hidden
after exiting the EMS Server Manager and running it again.

EMS Client

Once the switchover has successfully completed, the EMS client logs in again to the
active server and a “Server Startup” alarm is displayed.

EMS Server Upgrade

EMS server version upgrade cannot be performed while HA is configured.
To upgrade the servers, HA must be uninstalled prior to the upgrade.

It is recommended to firstly uninstall the secondary server, and then the primary
server.

B Touninstall HA, see Section 14.6 on page 174.

B To upgrade the EMS server, see Section 8.1 on page 81.

EMS Server Restore

EMS server restore cannot be performed while HA is configured.
To restore the EMS server, HA must be uninstalled prior to the restore.

It is recommended to firstly uninstall the secondary server, and only then the primary
server. After restoring the server, HA should be reconfigured.

To uninstall HA, see Section 14.6 on page 174.
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14 EMS HA Configuration

This section describes the EMS HA Installation.

> To configure the primary server:

1. Inthe EMS Server Manager root menu, choose Application Maintenance, in the
sub-menu, choose High Availability, and then press Enter; the following is
displayed:

Figure 14-1: EMS Server Manager - HA Configuration

EMS Server 7.8.1144 Management

Hain HenuXApplication maintenance*{igh Availabhility

pnf ig
2.Configure Server As Secondary
3.HA Status
4_Back

5.Back to main Menu

This menu includes the following options:

B Primary Server Installation in Global IP Model (see Section 14.1 on page 164).
B Primary Server Installation in in Geo HA model (see Section 14.2 on page 166).
B Secondary Server Installation (see Section 14.3 on page 166).

B HA Status (see Section 14.4 on page 170).
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14.1 Primary Server HA Installation in Global IP Model

This section describes how to install the HA application on the designated Primary
server in the Global IP address model.

address as a source address. For more information, refer to the EMS User's
Manual.

i'f Note: When alarms are forwarded from the EMS, you can configure the global IP

> To install the HA primary server in Global IP Model:

1. In the High Availability menu, choose option 1 to run the Primary server HA
installation, and then press Enter.

2. After the HA packages are installed, you are prompted for the HA model:

Figure 14-2: Primary HA Server Menu

High Availability Menn

e Geo-Redundancy HR

For the Global IP HA model, both EMS servers are located in the same subnet.
3. Inthe High Availability sub-menu, choose option 1 (Configure Global IP HA).
4. You are now prompted for the following network parameters:
e 'Global IP' for each configured interface (physical or logical IF).
e  Secondary server’'s Host name and IP address.
e Ping Nodes - If you have several interfaces configured, you can add another
'ping node' (for more information, see Section 14.2.1 on page 168).

Figure 14-3: Primary HA Server Sub-menu

Start Heartheat Configuration
10.7.14.141
EM3-Lim
10.7.14.
10.7.1
ondary ! ver Host [-1]: EME3-Linuxld:z
g IPF [-1]: 7.0.1

Do wou want to add another ping ip 7 igfn]l
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The current configuration is displayed for confirmation;

Figure 14-4: HA Configuration Display

Hi Configuration:

Are wou sSure that you want to continue 2 (v/n/g) I

e Type y to continue the installation process
e Type n to reconfigure all parameters
e Type q to stop the installation process

The installation process starts (this process may take a few minutes). During the
installation, you may encounter one or more of the following system responses:

e “/data: device is busy” — When the /data partition is currently in use by
another prompt or application. You must un-mount the /data partition
before continuing. In the case where the /data partition isn’t busy, the
above message is not displayed.

e  When prompted, press Enter to continue.

e  When prompted “To abort waiting type 'yes' [1]:" — you can wait or press 'yes'
to continue.

When the installation process for the Primary server has completed, the following
message is displayed:

Figure 14-5: HA Server Configured as Primary Server - Confirmation

SJerver Configured A4s Primary

HA status changes to “Online” and the EMS server status changes to 'EMS server is

i'f Note: After the installation process has completed, it takes several minutes until the
running'.
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14.2 Primary Server HA Installation in Geo HA Model

This section describes how to install the HA application on the designated Primary
server in the Geo HA model.

> To install the HA primary server in Geo HA model:

1. Inthe High Availability menu, choose option 1 to run the Primary server HA
installation, and then press Enter.

2. After the HA packages are installed, you are prompted for the HA model:

Figure 14-6: Primary HA Server Menu

For the Geo HA model, EMS servers are located in different subnets.
3. Inthe High Availability sub-menu, choose option 2 (Configure Geo-Redundancy
HA).
4. You are now prompted for the following network parameters:
e  Secondary server’'s Host name and IP address.
e Ping Nodes - If you have several interfaces configured, you can add another
'ping node' (for more information, see Section 14.2.1 on page 168).

Figure 14-7: Primary HA Server Sub-menu

Do yvou want to add another p
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The current configuration is displayed for confirmation:

Figure 14-8: HA Configuration Display

HA Configuration:

Ping IP:
Are you sure that you want to continue 2 (y/n/g)y

e Type y to continue the installation process.
e Type n to reconfigure all parameters
e Type q to stop the installation process

The installation process starts (this process may take a few minutes). During the
installation, you may encounter one or more of the following system responses:

e “/data: device is busy” — When the /data partition is currently in use by
another prompt or application. You must un-mount the /data partition
before continuing. In the event where the /data partition isn’t busy, the
above message is not displayed.

e  When prompted, press Enter to continue.

e  When prompted “To abort waiting type 'yes' [1]:" — you can wait or press 'yes'
to continue.

When the installation process for the Primary server has completed, the following
message is displayed:

Figure 14-9: HA Server Configured as Primary Server - Confirmation

tate change failed: (-12) Dewvice is held open by someone
Command 'drbds } rbd0 secondary' terminated with exit code
command exited with code 11

Server Configured As Secondary
5 -

HA status changes to 'Online' and the EMS server status changes to 'EMS server is

ﬁ Note: After the installation process has completed, it takes several minutes until the
running'.
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14.2.1

Ping Nodes

The purpose of these nodes (IP address) is to ensure network connection along all
EMS server configured interfaces. When an IP address is configured as “ping node”,
this implies that the HA process sends ICMP packets (at a constant interval) to this
address (through the appropriate Server Ethernet interface). If no response is returned
from this ping node (during a constant period of time), the HA process determines that
the specific network interface connection is down and acts accordingly (i.e. initiates a
possible switchover). The ping node should be a reliable host in the network, such as
router or any other machine which accurately reflects the network status.

It is possible to configure several “ping nodes”, where each ping node is considered to
be a single point of failure, therefore if there is no connection to one of the ping nodes,
a switchover is performed (unless the Secondary server cannot takeover due to the
same or different network problems or during initial synchronization between the
Primary and Secondary server).

Note: It's recommended to configure a separate ping node for each configured
physical Ethernet interface (to the router connected to each of the subnets);
however, if Ethernet Redundancy is configured between these two interfaces, then
it's sufficient to configure a single ping node.
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on

14.3

This section describes how to install the High Availability (HA) application on
designated Secondary server.

Secondary Server HA Installation

—

> To install the secondary server:

In the High Availability menu, choose option 2 to run the Secondary HA Server
installation, and then press Enter.

he

Note: The Secondary server configuration MUST be performed after the Primary
server configuration has completed and its status is 'EMS Server is running'.

After the HA packages are installed, you are prompted for the 'Primary IP' and
acems user password (you might also be prompted to answer yes before
connecting).

Figure 14-10: Primary HA Server IP

Itart

rer IP:[-1]: 10.7.14.144

acemsE10. 5 password:

The Secondary server copies the HA configuration files from the Primary server
and then starts the installation process.

Figure 14-11: Secondary HA Server Configuration

Start Hearth nfiguration

rer IP:[-1]: 10.7.14.143
ord:

[
condary:
10.7.
10
N B
EM3-Linux143
10.7.14.144
¥ EM3-Linuxid4
Ping IP: i0.7.0.1,10.77.10.1

FPresz anvy kevy to continue...
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3. When prompted '[need to type yes to confirm]' press yes.
4. When prompted 'Press any key to continue...' press Enter.

14.4 HA Status

The 'HA status' displays both servers’ High Availability parameters.

> To verify the EMS HA status:

B In the High Availability menu, choose option 3 (HA Status), and then press Enter;
the following is displayed:

Figure 14-12: EMS HA Status

High Availability Status

HA Heartheat Service Status
HA DRBD Service Status

HA EMS Status [ Unknouwn — Not Primary Server 1

Press "s'" — status view, "a" — advanced status wview or any other key to continue

The following status view is displayed (Example only):

Figure 14-13: EMS HA Status - Example Display

High Availability Status
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HA Heartbeat Service Status: Whether the heartbeat service is installed
and running.

HA DRBD Service Status: Whether the data replication service is installed
and running.

<HOST_NAME > HA Status: The following states are available:
¢+ ONLINE — HA is enabled and heartbeat packets have been sent.

¢ OFFLINE — HA is disabled or does not exist (this state usually appears
for several minutes after the new installation).

¢ IN Progress — HA has started (this state usually appears for several
seconds immediately after the new installation).

<HOST_NAME > HA Location Status: the following states are available:
¢+ Unknown — Cannot resolve if the EMS server is Primary or Secondary
¢ Primary - The current working server

¢+ Secondary - the redundant server

<HOST_NAME > HA Data Sync Status: the following states are available:

¢ DUnknown - Cannot resolve whether the EMS server data is
synchronized with the other server

¢ UpToDate — The replicated data is synchronized with the Primary
server

+ Inconsistent — The replicated data is in the progress of synchronizing
with the Primary server

Network Connection (<Ping Node>):- For each configured ping node, this
status verifies if there is a network connection to it.

HA EMS Status: The current state of the EMS server and watchdog
processes:

¢ The EMS server is running — the EMS server process is up.
¢ The EMS is not installed

¢ The EMS server is not running — the EMS watchdog is trying to start the
EMS server.

¢ The EMS watchdog is not running.

¢+ Unknown, Not Primary Server — This state is always displayed on the
Secondary server. In addition, it displays when HA is not configured.
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1441 Advanced Status View

This section describes the advanced status view.

» To view the advanced status:
B In the High Availability Status screen, press a; the following is displayed:

Figure 14-14: Advanced Status View

: online
online

a-linux?
linux2

Linuxl43, 2011-01-24 12:04:18

The advanced status view provides a more detailed view of the EMS HA status. This
command is particularly important during the initial synchronization between the
primary and secondary EMS servers when the precise percentage of the stage of the

EMS HA synchronization process is displayed (highlighted in green in the above
figure).
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14.5 EMS Server Manual Switchover

Manual switchover can be performed from either the Primary HA or Secondary HA
server.

> To manually switchover to the active EMS server:

1. Inthe High Availability menu, choose option 2 (HA Switchover), and then press
Enter.

Figure 14-15: Manual Switchover

EMS Server 7.8.1144 Management

Hain Menu?* Application Maintenance> High Availability

2.HA Switchover
J.Uninstall HS
h.Back

q-Quit to main Menu

2. Type y to confirm your selection.

During the manual switchover process, the "switchover in process..." message is
displayed in the EMS server machine where the command was activated. If you
run the 'HA Status' command on the other server, it will display the HA status of
the Primary server as STANDBY until the Secondary server becomes the Primary
server.

Figure 14-16: Switchover Status

High Availability Status

HE Heartbeat
HE DEBD Servic

EMS5-Linux2 HR Status
EMS5-Linux2 HR Location Status

EMS-Linux? Data Sync Status

EMS-Linuxé
EMS-Linuxé HI ation Status
EMS-Linuxé D ync Status

Hetwork Connection(l0.3.180.80)

HRE EMS Status

After the Secondary server becomes the Primary server, a few minutes are required
until the EMS application is up and running.
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Figure 14-17: Status after Switchover

EMS-Linuxé
EMS-Linuxé
EMS-Linuxé

EMS-Linux2
EMS-Linux2
EMS-Linux?2

Hetwork Connection(10.3.180.80)

HE EMS Status

EMS HA Uninstall

The user should uninstall the EMS HA application on both the Primary and Secondary
servers under the following circumstances:

B EMS software version upgrade

B EMS server network configuration changes

B User-defined certificate installations.

> To uninstall EMS HA:

B In the High Availability menu, choose option 3 (Uninstall HA), and then press
Enter.
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The uninstall process takes 1-2 minutes with the following output:

Figure 14-18: Uninstall EMS HA Status Display

[Final)
ability =

Epm:

Epm:

rpms:

: o such file or directory

drbd. conf.rpms

press any key Lo continue

Note: The EMS application doesn’t start automatically after this process has
completed. To start the EMS, reboot the EMS server or quit the EMS Server
Manager and run it again using the 'Start EMS Server' option (see 12.5.1 on page
106).
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Configuring the Firewall and
Installing the EMS Client

This part describes how to configure the EMS firewall and install the EMS client.
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15 Configuring the Firewall

To enable EMS Client <> EMS Server <> Managed Devices, SEM and IP Phones

communication according to Figure 15-1, define the rules specified in the Firewall
Configuration Rules table below:

Table 15-1: Firewall Configuration Rules

Connection Port Type  Port Number Purpose Port side /
Flow Direction
EMS Client —~ EMS TCP 22 SSH communication EMS server side
Server between EMS server / Bi-Directional
and client PC.
Initiator: client PC
TCP 80 HTTP for JAWS. EMS server side
Initiator: client PC / Bi-Directional
TCP 443 HTTPS for client/
JAWS and NBIF.
Initiator: Client PC
EMS Server — All UDP 1161 SNMP EMS server side
Media Gateways communication. / Bi-Directional
except M5K & M8K Initiator: EMS Server
UDP 162 SNMP Traps. EMS server side
Initiator: MG / Receive only.
UDP 161 SNMP MG side /
communication. Bi-Directional
Initiator: EMS Server
uUDP 123 NTP synchronization. = Both sides /
Initiator: MG (and Bi-Directional
EMS Server, if
configured as NTP
client)
Initiator: Both sides
TCP 8090 Direct HTTP EMS server side
(HTTP) connection between / Bi-Directional
the device's
embedded Web
interface and the
Management console
(PC).
Initiator: EMS Server
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Connection Port Type  Port Number Purpose Port side /
Flow Direction
TCP 8091 Direct HTTPS EMS server side
(HTTPS) connection between / Bi-Directional
the device's
embedded Web
interface and the
Management
Console (PC).
Initiator: EMS Server
TCP 80 HTTP connection for EMS server side
files transfer. / Bi-Directional
Initiator: EMS Server
TCP 443 HTTPS connection
for files transfer.
Initiator: EMS Server
EMS Server < IP TCP 80 HTTP connection EMS server side
Phone Manager (HTTP) between the EMS / Bi-Directional
Browser server and the IP
Phone Manager Web
browser.
TCP 443 HTTPS connection EMS server side
(HTTPS) between the EMS / Bi-Directional
server and the IP
Phone Manager Web
browser.
EMS Server «— Mediant  TCP 22 SSH communication Mediant
5000/8000 Media for file transfer. Note, 5000/Mediant
Gateways ports should be open 8000 side / Bi-
for both Global IP and | Directional
SC private IP
Addresses.
Initiator: EMS Server
Media Gateways — TCP 5000 XML based SEM EMS Server side
SEM server communication. / Bi-Directional
Initiator: MG
TCP 5001 XML based SEM TLS @ EMS Server side
(TLS) secured / Bi-Directional
communication.
Initiator: MG
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Connection Port Type  Port Number Purpose Port side /
Flow Direction
SEM client <~ Tomcat TCP 8400 SEM HTTP EMS Server side
server (HTTP) connection between / Bi-Directional
the user’s browser
and Tomcat server.
Initiator: Client’s PC.
TCP 9400 SEM HTTPS EMS Server side
(HTTPS) connection between / Bi-Directional
the user’s browser
and Tomcat server.
Initiator: Client’s PC.
EMS server < Lync TCP 1433 Connection between Lync SQL server
SQL Server the EMS server and side /
the Lync SQL server. Bi-Directional
EMS server — Active TCP 389 Connection between Active Directory
Directory the EMS server and server side/
the Active Directory. Bi-Directional
Primary EMS Server —« | TCP 7788 Database replication Both EMS
Secondary EMS between the servers. Servers /
Server (HA Setup) Initiator: Both Servers = Bi-Directional
UDP 694 Heartbeat packets
between the servers.
Initiator: Both Servers
EMS server — Mail TCP 25 Trap Forwarding by Mail Server side
Server Mail Initiator: EMS / Bi-Directional.
Server
EMS Server < TCP 8080 REST based EMS server side
Endpoints (IP Phones) communication / Bi-Directional
between EMS server
and IP Phones.
Initiator: Endpoint
TCP 8081 REST based EMS server side
communication / Bi-Directional.
between EMS server
and IP Phones.
Initiator: Endpoint
Version 7.0 181 EMS



/|
(AG AudioCodes EMS and SEM

Figure 15-1: Firewall Configuration Schema

Prlmar\r EMS Server
EMS Client EMS Client —

Se ondary EMS S rver
|

IP Phones

Mail Server

* * EI ouwe woe it seen | I

CPE Gateways

Mediant 8000

Mediant 5000

A Note: The above figure displays images of example CPE gateways. For the full list
of supported products, see Section 2 on page 21.
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B NOC <> EMS (Server) ports

Table 15-2: OAM&P Flows: NOC <—Device/ IP Phone/ SBA/ EMS

Source IP o o
Address Destination IP Protocol Source Port Range Destination Port
Address Range Range
Range
SFTP 1024 - 65535 20
FTP 1024 - 65535 21
SSH 1024 - 65535 22
Device/SBA/IP
NOC/OSS Phone/EMS Telnet 1024 - 65535 23
NTP 123 123
HTTP/HTTPS N/A 80,443
Table 15-3: OAM&P Flows: Device/ IP Phone/ SBA/ EMS<— NOC
Source IP o o
Address Destination IP Protocol Source Port Range Destination Port
Address Range Range
Range
: NTP 123 123
Device/lP
Phone/ NOC/OSS SNMP Trap 1024 - 65535 162
SBA/EMS
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16 Installing the EMS Client

This section describes how to install the EMS Client on a PC or Laptop.

Note: Before you run the EMS Client exe file, ensure that you extract the entire
Disk1l EMS client directory to your PC/laptop in the same relative path as the Disk

image, and only then, run the exe file from this location.

> To install the EMS client on a PC or Laptop:

Insert AudioCodes’ EMS installation disk into the CDROM.
Open the EmsClientinstall\Disk1\InstData\VM directory.
3. Do one of the following:

° On Windows 7:

a. Right-click the EMS client Installation file ac_ems_setup_win.exe, and
then choose Run as administrator; the EMS client installation setup is

displayed.
b. Follow the prompts to install the EMS client.

Figure 16-1: EMS Client Installation-Run as Administrator

¢ EmsClientlnstall » Diskl » InstData » VM - | ¢¢| | Search |
Burn Mew folder
Mame Date modified Type Size
B ems_setup_win.exe 03-1in-12 202 PR Annliratinn A7 580 KR
Open

®'  Run as administrater
Trnuhleshnutcnmpatihilﬁy

[of  Edit with Notepad++

®¥  Select Left Side to Compare

Scan for Viruses...

Upon the completion of the installation process, the EMS client icon is
added to the desktop.
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° On Windows 8:

a. Right-click the installation exe file, and then choose Properties; the
Properties window is displayed:

Figure 16-2: EMS Client Installation File-Windows 8 Properties

sppl » em: » Versions » Internsl Relesses » EMS VOB Releazes » deploy 6872 » clent » Diskl » InstDats » VM

Marme [rate rmadified T I8
AC_EMS_FEtUp Win. o R A T Rpplication 41474 KB
Pin to Start

#  Run as adrinistrator

Troubleshoot cormpatibility

Abwmys mailable offline

Restars PrEVIOUS wersion;

Send to L

Cut

Copy

Paste

Creste shortcut
Doelete

Rename

Properties [

b. Select the Compatibility tab, and then select the checkbox Run this
program in compatibility mode for.
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Figure 16-3: EMS Client Installation File-Compatibility Tab

ac_ems_setup_win.exe Properties [ x|

General  Compatblly | Secwity | Detals | Previous Versions

18t putcsgram izt working extiactly on this version of ‘Windows,
by nanring e compatibiity troubbeshoobe:

Flun compatiity troubleshoole
How da | choose compatibalty tettngs manusliy?

Gipptibity mods
Bhis program i compuatibdy mode for

‘lindows 7 w
Windows 35

Wirdows 38 / Windows Me

Windows ¥P [Serace Pack 2)
Wirdows XP [Service Pack 3]

Wirrdiowes Wisla

Wirdors Vista [Service Pack 1)

Service Pack 2

] Drigaibe dhispiay scading on high DFY pethng:

Frivlage level

[ P this pricgram &% 8 admrustrsbai

Byl Change seftngs bor all uzers

Ok Carcel

c. Inthe Windows 7 pane, select Windows 7.
Click OK.
Right-click the EMS client installation file ac_ems_setup_win.exe, and
then choose Run as administrator; the EMS client installation setup is
displayed.

f.  Follow the prompts to install the EMS client.
Upon the completion of the installation process, the EMS client icon is
added to the desktop.

Note: If you have replaced the “AudioCodes-issued” certificates with external CA
certificates, and wish to uninstall the previous EMS client, ensure that you backup
the clientNssDb files: cert8.db, key3.db, and secmod.db.
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16.1 Running the EMS Client on a PC or Laptop

This section describes how to run the EMS client on a PC or Laptop

> To run the EMS on Windows XP or older:

B Double-click the EMS client icon on your desktop or run Start > Programs >
EMS Client.

> To run the EMS on Windows 7 or later:

B Right-click the EMS client icon on your desktop, and then choose Run as
Administrator.

Figure 16-4: Running EMS Client-Run as Administrator

Open
Troubleshoot compatibility

Open file location
Run as administrator

Edit with Motepad++
Select Left Side to Compare

Scan for Viruses...

16.2 Initial Login

This section describes how to initially login to the EMS client.

> To initially login to the EMS client:

1. Log in as user '‘acladmin’ with password 'pass_1234' or '‘pass_12345".

the first-time, you are prompted to change the default password. If you incorrectly
define these or the field Server IP Address, a prompt is displayed indicating that the
fields should be redefined correctly.

j Note: First-time access defaults are case sensitive. After you login to the EMS for

2. Inthe main screen, open the ‘Users List’ and add new users according to your
requirements.
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16.3

Installing and Running the EMS Client on a PC
using Java Web Start (JAWS)

Java Web Start (JAWS) enables you to install the EMS client (compatible with your
EMS server version) without using any CDs.

> To install the EMS client on a PC using JAWS:

1.  Open a browser and type the EMS server IP in the Address field and add /jaws
as suffix, for example:
http://10.7.6.18/jaws/

2. Follow the online instructions.

> To run the EMS client after JAWS install through URL:

B Specify the path http://<server_ip>/jaws.
An ‘EMS Login Screen’ is opened.
For example: http://10.7.6.18/jaws/

Version 7.0

189 EMS


http://10.7.6.18/jaws/

Fa Wl

f & AudioCodes EMS and SEM

This page is intentionally left blank.

IOM Manual 190 Document #: LTRT-94146



Part VIII

Appendices

This part describes additional EMS server procedures.







IOM Manual A. Frequently Asked Questions (FAQSs)

A Frequently Asked Questions (FAQSs)

This appendix describes the Frequently Asked Questions (FAQs) for troubleshooting
EMS server and EMS client installation, operations and maintenance issues.

A1 After installing JAWS - the EMS application icon
is not displayed on the desktop

Q: After installing Jaws, the EMS application icon is not created on the desktop.

A: You must update the Java properties and reinstall the EMS application.

> To display the EMS icon, do the following:

1. Go to Start>Settings>Control Panel> Add Remove Programs.
2. Choose EMS Application, and then press Remove.

Figure A-1: EMS Client Removal

@ EMS Client 6.2.48

Used

Lask Used On 24-Cck-10

Ta change this program o remove ik From your computer, click Change/Remaove, Change/Remave

3. After removing the EMS application, go to Start>Settings>Control Panel

Double-click the Java Icon L=,
Choose the Advanced tab.

ok

Figure A-2: Java Control Panel

Java Control Panel

General | Update | Java | Security | Advanced

Settings

---Del:-ugging

[#-Java console

[#-Default Java For browsers
=-Shartcut Creation

() Bbhways sllow

>{:} Always allaw if hinted
(%) Prompt user

{:} Prompt user if hinted
“o () Mever allow

t-JMLP File/MIME Assaciakion

- JRE Auto-Download

H - Security

b -Miscellaneous

| e I ey O oy B |
aerraErraer ey
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A.2

A3

A4

Choose Shortcut Creation in the Settings dialog.

Select the Always allow box to always create an icon on desktop or Prompt user
to ask before icon creation.

Install client using Jaws. For more information, see Section 16.3 on page 189.

After the installation has completed, the new Icon is created on your desktop:

runClient

After Rebooting the Machine

Q:
A:

The database doesn't start automatically after the machine is rebooted.

Perform the procedure below:

> To check the reason why the database does not starting automatically:

e A

Verify the syntax in 'var/opt/oracle/oratab’; the file should end with an empty line.
Verify whether the symbolic link ‘S90dbstart’ under /etc/rc2.d is not broken.
Verify whether all scripts have execute permissions for acems user.

Verify whether the default shell for acems user is ‘tcsh’.

Changes Not Updated in the Client

Q:

A:

After a successful installation, the multiple GWs add operations - as well as
changes made by other clients - are not updated in the client.

Check the configuration of the date on the EMS server machine. This problem
occurs when the daylight-saving configuration is defined incorrectly.

> To redefine the clock in the EMS application:

N

AU

Change clock in the EMS server (using the command date).

Reboot the EMS server machine (verify that the EMS server application is up and
running).

Change the clock in the EMS client machine.
Reboot the EMS client machine.
Open the EMS client application and connect to the EMS server.

Verify correct clock settings by opening the ‘User Journal’ and checking your last
login time.

Removing the EMS Server Installation

Q:
A:

How do | remove the EMS server installation?

See Section 14.6 on page 174.
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A\

Site Preparation

This appendix describes the procedures for backing up the EMS server.

Note: It is highly recommended to perform a complete backup of the EMS server
prior to performing an installation or upgrade, according to the procedures described
below.

B EMS server data backup should be performed prior to machine formatting. The
Backup files should be transferred to another machine prior to the EMS server
installation. Note, that these backup files cannot be used for other versions. They
should be kept in case the user fails to install the new version, and decides to roll
back to the previous version.

B EMS Users: all the users’ names and permissions should be saved. After the new
EMS version is installed, these users should be defined manually with default
passwords. To perform this task, in the EMS menu, choose Security > User’s List
menu.

B EMS Tree: the user can export the gateways tree using the File > MGs Report
command (example of the file is attached). This file is a CSV file and does not
preserve secured information such as passwords. Therefore, we recommend
extending it manually with columns including: SNMP read and write community
strings, or SNMPV3 user details, IPSec pre-shared key and Mediant 5000 and
Mediant 8000 - root password. This information will be required during the Media
gateway'’s definition in the newly installed EMS system. It's also highly
recommended to perform gateway removal and adding and to ensure that the
EMS <-> GW connection has been established.

Figure B-1: Save MGs Tree Command

B C D E F G H J K L

1 IP Address Node Name RegionName Description Product Type Software Connectio Administra Operative Mismatch Last Ch
2 10.7.19.88 10.7.19.88 gena MEDIANT 8000 5.8.57 Connectec Unlocked Enabled No Misma 2009-1:
3 10.7.5.220 10.7.5.220 Roye UNKNOWN MP114 FXS/FXO 5.90A.006. Connected Mo Misma 2009-1:
& 110.2.5.221 10.7.5.221 Roye UNENOWN 5.50.020 Connected No Misma 2009-1:
5 10.7.5.217 10.7.5.217 Roye MP112 5.80A.020 Not Connected No Misma 2009-1°
6 10.7.5214 10.7.5.214 Roye UNKNOWN unknown_ Not Connected No Misma 2009-1

J 110.7.5.211 10.7.5.211 Roye UNKNOWN unknown_ Not Connected No Misma 2009-1

8 10.7.5.222 10.7.5.222 Roye UNKNOWN unknown_ Not Connected No Misma 2009-1:
9 10.7.5.215 10.7.5.215 Roye UNKNOWN unknown_ Not Connected No Misma 2009-1:
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C

Daylight Saving Time (DST)

This appendix explains how to apply Daylight Saving Time (DST) changes for
Australia (2006), USA (2007), Canada (2007) and other countries, after the EMS
application is installed.

Many countries around the world over the past two years have implemented
legislation to change their Daylight Savings Time (DST) dates and time zone
definitions.

The following major changes are implemented:
B tz20050 - Australia, USA

B tz2006a - Canada (Quebec, Ontario, Nova Scotia, Nunavut, Saskatchewan,
Manitoba, New Brunswick and Prince Edward Island)

B tz2006n - Canada (the other provinces)
B tz2006p - Western Australia
B tz2007a - Bahamas

Customers who maintain local time on their AudioCodes products and reside in
Australia or North America must update AudioCodes’ software to support the new
DST settings.

B EMS Server

The local time of the EMS server is used to calculate the time of the Performance
Measurements (PMs) and EMS Journal events, displayed in the EMS GUI. Users who
configured a local time zone on an EMS server which is subject to new DST settings
are affected.

New DST settings are fully supported starting v5.6.
Patches are applied automatically for the EMS server, as it is installed.
B EMS Client

The local time of the EMS client is used to calculate the time of the SNMP alarms
displayed in the EMS GUI. Users who configured a local time zone on an EMS client
that is subject to new DST settings are affected.

AudioCodes does not provide an operating system that is used on the computers that
run EMS client software. Customers should therefore consult the vendor of the
specific operating system that is used. For Windows XP, see the page in URL:
http://support.microsoft.com/DST2007.

After applying the OS-specific patches, patch the Java installation on the EMS client
as well. Detailed instructions are provided in this section.
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D EMS Application Acceptance Tests

This appendix describes the EMS Application Acceptance tests.

D.1 Introduction

The following series of tests are defined as acceptance tests for the EMS application
and cover all the major areas and features of the application.

The tests should run sequentially as a single test with dependencies. For example,
you can’t add a media gateway to the EMS before you have added a software file.

It is also recommended to integrate the below test plan in the Acceptance Test Plan
(ATP) of the complete solution of which the EMS is a component. The ATP is typically
developed by the solution integrator and covers all solution components (e.g.
Softswitch, Media Gateway, IP routers etc). The ATP typically verifies “end to end”
functionality, for example, the calls running through the solution. The below test plan
should be integrated in the ATP as part of this “end to end” functionality testing (e.g.
you may send and receive calls through the media gateway, perform media gateway
board switchover and verify that calls are recovered on the redundant board).

Prior to running the tests described below, the tester should have a basic
understanding of how to operate the product. Next to each test case there is a
reference to the relevant chapter in the documentation. The tester should read these
chapters to acquire the required tools to run this test. Running this test can also be
considered as an excellent hand’s-on initial training session.

D.2 Configuration

This section describes the EMS application configuration acceptance tests.

D.2.1 Client Installation

Table D-1: Acceptance Test — Client Installation

Install Install the client software Verify that all the instructions are
clear.
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D.2.2

Server Installation

Table D-2: Acceptance Test — Server Installation

Server

Reboot

Connect

D.2.3

Run the full procedure that installs The EMS server directory exists

the DB software, creates the DB, under /ACEMS.

creates the schema and installs the

EMS server.

Reboot the EMS server The EMS server starts automatically.

Connect to the EMS server with the The connection should succeed.
EMS client

Add Auxiliary File

Table D-3: Acceptance Test — Add Auxiliary File

Software
Manager

Auxiliary Tab

Add Auxiliary
File

Add file
browser

D.2.4

Open the Software Manager The Software Manager window
Tools >> SW manager opens.
Choose the auxiliary tab A new tab is opened with all the

available auxiliary files.

Choose an auxiliary file that you A new file was added to the SW
usually work with such as: Call Manager.
Progress Tone

Click the Add file Button (Plus sign) Software File added to the Software
Manager.

Add Media Gateway

Table D-4: Acceptance Test — Add MG

Add MG Add MG to the EMS The media gateway appears in the
EMS GUI.
MG Status Click on the Media Gateway The Media Gateway status is
available in the GUI, including all
LEDS and boards.
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D.2.5

Provisioning — Mediant 5000/ Mediant 8000

Table D-5: Acceptance Test — Provisioning: Mediant 5000/ Mediant 8000

Configure the
MG

Go to trunk
level

Trunk
Properties

Set parameter
“Trunk Name”

Restore
parameter
value

D.2.6

Go to network
frame

RTP Settings
tab

Set parameter

Configure the MG with at least one
board and unlock it

Drill down to trunk level

Board right click >> Status >> DS1
trunks

Open trunk#1 properties

Set the parameter “Trunk Name” to
TrunkNameTest

= Trunk Mame |TrunkNameTeSl

Set the parameter back to the
original trunk name.

Provisioning — CPE Devices

MG & Board status is unlocked.

Trunks table is displayed according
to the board type.

The frame provisioning opens and
all the parameters are available.

The new value is set on the media
gateway.

= Trunk Mame |TrunkNameTes¢

The old value was restored.

Table D-6: Acceptance Test — Provisioning: CPE Devices

Click the network button.

Click the Application tab

Set the parameter to your PC IP

Network configuration is displayed.

Applications settings are displayed.

The new value is set on the media

“NTP Server IP = address. gateway.
Address” NTP T
E  Server IP Address 107239 E  Server P Address W
Restore Restore the parameter to your NTP The original value was restored.
parameter Server IP address.
value
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Note: CPE devices include the following products: MediaPack, Mediant 500 MSBR,
Mediant 500L MSBR, Mediant 600, Mediant 800 MSBR, Mediant 800B Gateway and
A E-SBC, Mediant 1000 MSBR, Mediant 1000B Gateway and E-SBC, Mediant 1000,
Mediant 2000, Mediant 2600 E-SBC, Mediant 2600B E-SBC, Mediant 3000, Mediant
4000 SBC, Mediant 4000B SBC, Mediant 9000 SBC, Mediant SE and Mediant VE
products.

D.2.7 Entity Profile — Digital CPE Devices

Table D-7: Acceptance Test — Entity Profile: Digital CPE Devices

Go to trunk Drill down to trunk level Trunks list appears according to
level board type.

Trunk Open trunk#1 properties The frame provisioning opens and
Properties all the parameters are available.
Trunk Configure the trunk The new set of values appears on
Configuration the provisioning screen.

Apply Apply the new configuration Action successful and there were no

errors and no purple tabs.

Save profile Save the profile, choose an The new profile appears in the
appropriate name. profiles list.
Hame Profiles Save Profile Applytoall Parameters e el ol Eo RmmEED
= TrunkProfle |- Choose Profie - Save pplytosl|  Show | &1 Trunk Profile My Trunk hd Save Apply to &l Show
Save the current parameters values tc
Apply to All Download this configuration easily to = Open trunk#2 and verify the
all trunks by using the apply to all configuration is equal to trunk#1.

Mediant 500L MSBR, Mediant 600, Mediant 800B MSBR, Mediant 800B Gateway
and E-SBC, Mediant 1000B MSBR, Mediant 1000B Gateway and E-SBC, Mediant
1000, Mediant 2000 and Mediant 3000.

: Note: Digital CPE devices include the following products: Mediant 500 MSBR,
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D.2.8

Go to
telephony
frame

Save profile

Expose profile
parameters

Detach profile

Entity Profile — Analog CPE Devices

Table D-8: Acceptance Test — Analog CPE Devices

Click on the telephony button

Save the profile, choose an
appropriate name

Hame Profiles Save Profile Parameters

Bl WP Telephony Profiie |- Chaose Prafile.. = | - -

Press on the “show profile
parameters” button

Change one of the profile
parameters, and then press Apply.

Telephony configuration is
displayed.

The new profile is displayed in the
profiles list.

Hame Profiles Save Profile Parameters

= e Teephony Frofle pyTeiepnony v | [SEvEnN]  [NSRE]

All profiles parameters are marked
with the profile name.

Il Polartty Reversal Type  fSoft | 4 WP Telsphony Frofle
= Metering Typs 1 2kHz il MR Telsphony Profils
&1 Min Flash Hook Time |30 WP Telephany Profile
1 Caller ID Timing Mode  Disabledt i WP Telephany Profile

A detach profile pop up message is
displayed.

Some parameter values of "MyTelephony profile are
different from the loaded/set parameters.

The profile will be detached!
{If it belongs to a master profile, it will also be dettached.)

: Note: Analog CPE devices include the following products: MediaPack, Mediant 600,

Mediant 500 MSBR, Mediant 500L MSBR, Mediant 800B MSBR, Mediant 800B
Gateway and E-SBC, Mediant 1000B MSBR; Mediant 1000B Gateway and E-SBC
and Mediant 1000.
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D.3 Faults
D.3.1 Alarm Receiver
Figure D-1: Alarm Receiver
View Level: |ode Level Alarms 7| FXEDIEE  DEOEG x
Ack Severity Time MG Hame Source Alarm Hame Description

Table D-9: Acceptance Test — Alarm Receiver

Raise Alarm Lock one of the elements in the MG, The alarm is received in the EMS.
such as the trunk.

Clear Alarm Unlock one of the elements in the The clear alarm is received in the
media gateway, such as a trunk. EMS.

D.3.2 Delete Alarms

Table D-10: Acceptance Test — Delete Alarms

Delete Alarms Right-click the alarms in the alarm The alarm browser in empty.
browser and delete all the alarms

D.3.3 Acknowledge Alarm

Table D-11: Acceptance Test — Acknowledge Alarm

Check Box Click on the Acknowledge check box = The alarm is marked as
acknowledge.
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D.3.4 Forwarding Alarms

Figure D-2: Destination Rule Configuration

Destination Rule Configuration

Destintion Type |SNMP hd

Destination Rule Name |NMS

¥ Enahle EMS Alarm Forwarding
Destination Host P Address |1 07239

[v Enable EMS Event Forwarding
Destination Host Port 162

[+ Enable MG Alarm Forvwarding
SMMP w2e Trap Community |public
v Enahle MGWY Evert Farvwarding

Sevetities To Forward |:| E‘
Source MG List Select MGV,

Enahle SMMPv3 Configuration |

Security Matme |

Security Level |N0 Security J
Hermionks MGV Narme AT eSS Avthentication Protocol |N0ne J
Totm 10.7.19.85 10.7.19.85
Tam 1071942 1071942 BT (45 |
Privacy Protocol |N0ne J
Pritvacy Hey |
OH Cancel

Table D-12: Acceptance Test — Forwarding Alarms

IP Enable the Alarm Forwarding feature = Verify that you receive the Traps in
Tools >> trap configuration the requested IP address on port
Add rule 162.
Port Change the Port number Verify that you receive the Traps in
the requested IP address on the new
port.
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D.4 Security

This section describes the EMS application security tests.

D.4.1 Users List

Figure D-3: Users List

% Users List

File Wiew Actions  Help

Fa e DTN T

User Hame Security Level Full Hame = Status ¥Yalid IP= To Login From
dema Monitoring SUSPEMDED 107233

acladmin Administration Admin user ACTIVE

keith Administration keith Brown MOT ACTVE

Table D-13: Acceptance Test — Add an Operator

Add Add a new operator, and then press
the OK key in the screen.

D.4.2 Non Repetitive Passwords

Verify the new operator was added
to the operators table frame.

Table D-14: Acceptance Test — Non Repetitive Passwords

Change Change password and try to enter
password the old password.

D.4.3 Removing Operator

The old password is not valid. The
password has been used before,
please choose another one."

Table D-15: Acceptance Test — Removing Operator

Remove Remove a user from the operators
table by selecting the remove button
in the operators table.

Verify Select the OK button.

A pop up window prompts you
whether you wish to remove the
user.

Verify that the user you selected was
removed from the operators table.
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D.4.4 Journal Activity

Figure D-4: Actions Journal

¥ Actions Jourmal i [=] S
Fida View Halp
Enifrigs: | 1500 Journad Endries | D Alams Entries out of 8552

Advanced Fmer: [ dounat [ moeens: [ |

Boa  w 5 0 “GECEECECEE

e e TR ¥
i 11

Ery ATy —vanarT R T
i A |

@ Jownal 1633 Dec 15 2008, 107790030 Confguraton Lipdsie Action LinLock wias per lormed L] mor __;
@ sowsnal 183507 Dec 15 2009, 1077900130 Configurntion: Lipdaln Achon Lock wis perfomed Wor mor
@ soummal 1635006 Dec 15 2009, 1077001130 Confguration. Lipdale Update Parametens. FisldstgbdGindos,ctio Mo mor

Table D-16: Acceptance Test — Journal Activity

Open the action journal. Check that all actions that you

Activity
performed until now are registered.
Filter Use the filter: time, user and action. Time, user, action filter are working
OK.
207 EMS
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D.5 Utilities

This section describes the EMS application utilities acceptance tests.
D.5.1 Configuration Parameter Search
D.5.1.1 Basic Search

Figure D-5: Configuration Parameter Search drop-down list box

 Globe > yael_6_2 10.7.19.90

HNavigation Configuration Alarms Performance SEM

%

Table D-17: Acceptance Test — Configuration Parameter: Basic Search

Search Box In the toolbar, enter a search string Displays a dialog with a list of results
in the parameter search box and according to selected criteria.

then click the . button.

The configuration parameter basic
search option is context-sensitive;
therefore you must connect to a
media gateway to enable this
feature.
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D.5.1.2

Advanced MG Search

Figure D-6: Configuration Parameter: Advanced Search

JR=IF
Text to find: trunk

MG Parameters

IP Address

Product Type |_Mediant 30000341 0 TJ
Wersion |52 TJ
Software Version MEGACO TJ
Options

L Match exact word

|| Match any ward

E] Search MIE Parameter
‘ | Search | | Cloze |

Table D-18: Acceptance Test — Configuration Parameter: Advanced Search

Open Advanced Open the Advanced search dialog by = The Advanced Search Configuration

Search
Configuration
Parameter
screen

IP

Product Type
Version
Software

Version

Advanced

clicking ﬂ in the Toolbar or by

choosing

Tools >> Search Configuration
Parameter in the EMS Main menu.

Search /MG/Unknown machine by IP
address

Search according to product type

Search according to the product
version

Search according to the software
version

Match exact word, any word or

dialog opens.

Displays a dialog with a list of results
according to selected criteria.

Displays a dialog with a list of results
according to selected criteria.

Displays a dialog with a list of results
according to selected criteria.

Displays a dialog with a list of results
according to selected criteria.

Displays a dialog with a list of results
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search Options | search for a MIB parameter. according to selected criteria.

When you double-click on a specific retrieved entry, the navigation path to the
parameter's provisioning frame is displayed in the lower pane of the Search result

dialog. You then have the option to open the provisioning frame that is related to the
search result entry.

D.5.2 MG Search
Figure D-7: Media Gateway Search
x|
@ Search By Product Infarmation:
Froduct Type \Mediant 5000/Mediant 8000 _vJ
Software Yersion |All Yersions _'J
Froduct Status | & _vJ
| Search by IP address:
| Search by serial number;
| Search by MG Mame:
[ Ok J [ Cancel |
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Table D-19: Acceptance Test — MG Search

Search Box Open the MG search dialog by Search MG tool opens.
choosing Tools >> Search MG in the
EMS Main menu.
IP Search /MG/Unknown machine by IP = Displays a dialog with a list of results

address.

Serial Number Search /MG/Unknown machine by

serial number.

MG Name Search /MG/Unknown machine by
MG Name.
Additional Search /MG/Unknown machine by

Search Options | matching case or by matching a

whole word.

D.5.3 Online Help

according to selected criteria.

Displays a dialog with a list of results
according to selected criteria.

Displays a dialog with a list of results
according to selected criteria.

Displays a dialog with a list of results
according to selected criteria.

Table D-20: Acceptance Test — Online Help

Alarms Select one alarm and verify that the
help opens in the correct context in
the online help

Status Stand on one MG status screen and

open the online help

Provisioning Stand on one tab in the provisioning

windows and open the online help

D.5.4 Backup and Recovery

Relevant information, clear and user
friendly.

Relevant information, clear and user
friendly.

Relevant information, clear and user
friendly.

Table D-21: Acceptance Test — Backup and Recovery

Backup Create backup file in the EMS server = A backup will be created in the same
according to the EMS Installation & folder.
Maintenance manual

Recovery Perform recovery on the new The new server is identical to the
machine according to the EMS previous server.
Installation & Maintenance manual
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E. Configuring RAID-0 for AudioCodes EMS on HP ProLiant DL360p Gen8 Servers

E

E.1

E.2

Configuring RAID-0 for AudioCodes
EMS on HP ProLiant DL360p Gen8
Servers

This appendix describes the required equipment and the steps for configuring the HP
ProLiant server to support RAID-O Disk Array configuration for the EMS server
installation.

Note: This procedure erases any prior data residing on the designated disk drives.

Prerequisites

This procedure requires the following:

B ProLiant DL360p Gen8 server pre-installed in a compatible rack and connected to
power.

B Two 1.2TB SAS disk drives

B A VGAdisplay, USB keyboard, and USB mouse must be connected to the server
back I/O panel.

Hardware Preparation

Make sure that two 1.2TB SAS disk drives are installed on slot 1 and 2 of the server. If
required, refer to the HP Service Manual.

Figure E-1: Hardware Preparation
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E.3

Configuring RAID-0

This procedure describes how to configure RAID-0 using the HP Array Configuration

Utility (ACU).

> To configure RAID-0:

1.  Power up the server. If the server is already powered up and running, use the
'reboot' command (from system console as user root) to reboot the server.

2.  While the server is powering up, monitor the server and wait for the following

screen:

Figure E-2: HP Array Configuration Utility (ACU)

-

HP Proliant

e

| Processor(s) detected, 6 total cores enabled, Hyperthreading is enabled
Proc 1: Intel(R) Xeon(R) CPU E5-2620 0 @ 2.00GHz ot

HP Power Profile Mode: Balanced Power and Performance
PWRWM:WPM

Redundant ROM Detected - This system contains a valid backup System ROM.
Inlet Ambient T : 20C/68F
emperature.

Memory Protection Mode: Advanced ECC Support
HP SmartMemory authenticated in all populated DIMM slots.

SATA ROM ver 2.00.C02
1982, 2011, Hewleit-Packard Development Company, L.P.
DVD A DUBA4SH

4 Standard
iLO 4 v1.20 Feb 01 2013 <IP unknown>
Slot O HP Smart Array P420i Controller (0 MB, v3.42) 1 Logical Drive
Press <F5> o run the HP Array Configuration (Acu)

Uniliry
Press <F8> to run the Option ROM Configuration For Arrays Utility
Press <ESC> to Skip Configuration and Continue

iLO 4 IP: Unknown

. () soivp  (F10) nveligens Provisioning (1) Boot Mo

L4
Proisiing
»
o

3. Press <F5> to run the HP Array Configuration Utility (ACU).

4. Wait for the ACU to finish loading.
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When the ACU is ready, the following screen is displayed:

Figure E-3: RAID-Latest Firmware Versions

TR z\\m\\ VR

mart Storagy pplicati
Yyou o configure, diagnose and uh\
atached to your server.

What's New?

The HP Smant Storage Administrator replaces the HP Array Canfiguratian Utility far all configu
and Smart SSD Wear Gauge functions.

cnrmuurlnnn and diagnostics support for the following Smart Array controllers:
h «HP Smart Array P212, P410, P410i, P411, P711m, P712m, P812
«HP Smart Array P220i, P222, P420, P420), P421, P721m, P822
«HP Smart Array P430, P431, PT31m

ﬁ HP SSD Smart Path configuration.

5. Inthe left-hand pane, select Smart Array P420i; an Actions menu is displayed:

Figure E-4: Actions Menu
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6. Click Configure, and then click Clear Configuration to clear any previous
configuration; the following confirmation is displayed:

Figure E-5: Clear Configuration

iy

7. Click Clear to confirm; a summary display appears:

Figure E-6: Summary Screen
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8. Click Finish to return to the main menu. The following screen is displayed:

Figure E-7: Main Screen

9. Inthe left-hand pane, select Unassigned Drives (2); make sure that both the
drives are selected, and then click Create Array.

10. Select RAID 0 for RAID Level.
11. Select the 'Custom Size' check box, and then enter 2000 GiB.
12. At the bottom of the screen, click Create Logical Drive; the following screen is
displayed:
Figure E-8: Logical Drive

After the array is created, a logical drive should be created.

13. Click Create Logical Drive.
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A summary screen is displayed:

Figure E-9: Summary Screen

14. Click Finish.
Figure E-10: Set Bootable Logical Drive/Volume

spare activation mode from the default behavior
m failure only) to predictive spare acfivation and back.

Any

arrays or logical drives will be deleled, and any data on
3 ﬁelmiﬂlmaﬁlla-lwtmaucmnmﬂﬂslgm.daﬂmﬂ
- action before proceeding.
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19. Click Exit ACU at the bottom left-hand corner of the screen; the following screen
is displayed:

Figure E-13: Power Button

ProLiant DL360p Gen8

HP Intelligent Provisioning

Use the icon an the top of the screen to reboot when done.

20. Click the Power icon in the upper right-hand corner of the screen.
The following screen is displayed:

Figure E-14: Reboot Button

Reboot Shutdown

21. Click Reboot to reboot the server.
The Disk Array configuration is now complete.

22. Install the EMS server installation (see Section 6.2 on page 37).
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F Managing Clusters

This appendix describes how to manually migrate or move EMS VMs to another

cluster node.

F.1 Migrating EMS Virtual Machines in a VMware

Cluster

This section describes how to migrate your EMS Virtual Machine from one ESXi host

to another.

> To migrate your EMS VM:
1. Select the EMS VM that you wish to migrate and then choose the Migrate option:

Figure F-1: Migration

@ wCenter 94 62 - wSphere Client

File Edit “iew Inwventory Administration Plug-ins Help

= E £y Home b g5 Inwentory b [E Hosts and Clusters

& 4+ gt
I;.. E—l {—0 [ m}
EN _vlCenter_94_62 HA_Cluster
= [fH AuDC_t T
= Eﬂ] Ha Cluster Getting Starked | Summary
@\‘ 10,3.94.60
@\‘ 10,3.94.61
3 EMS High Name
s [EM3
Powver
Guest
Shapshot
¥ Open Consale
G Edit Settings...
|E@ higrate...
2 Clone..
Template

Fault Tolerance
WhA Starage Profile

Add Perrmission..,

Alarm
Report Performance..,
Rename

Open in Mew Window.,.,
Rernowve from Inwventory
Delete from Disk

Ctrl+P

Chrl+Alt+M
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2. Change a cluster host for migration:

Figure F-2: Change Host
@ wCenter_94_62 - vSphere Client
File Edit View Inventory Administration Plug-ins Help

Ej tﬁ Home b gF] Inventory b [ Hosts and Clusters

% aF
& e 3
B VvCenter_94_62 HA_Cluster
= [By AuDC_1 . : : . .
a ﬁtl HA_Cluster Getting Started - ' Summary - BRTGIERU T Resource Allocation - Performance - Tasks
& 10.3.94.60
@ 10.3.94.61
(3 EMS High Narne ;| State | Status | Host
(s EMSLow @ EMS High Powered On & Normal 10.3.94.60
(3 EMSLow Powered On & Mormal 10.3,94.60
@.Migrate Mirtual Machine
Select Migration Type
Change the virtual maching's host, datastore or both,
Select Migration Type -
Select Destination Lﬁ Change host J
Select Resource Pool Mave the virtual machine to another host,
shiakinrn Bricirikg
3. Choose the target host for migration:
Figure F-3: Target Host for Migration
15 Migrate Virtual Machine =
Select Destination
Select the destinstion host or chister For this virtual maching rigration.
Select Migration Type B E ADC_1
Select Destination B g HA_Chuster
wviMotion Prigeity 10.3.94.60
Ready to Complete % 10.3.94.61
Compatibility:
Validation succeeded
Help < Back | Next > I Cancel
4
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The migration process commences:

Figure F-4: Migration Process Started
D a2 g Gt
Ele Edt View kyeentory Adeiniraten Plag-ns  Help
ﬁ Bl iy vome b g twenkory b () Hosts and Clsbers

i
s e
o wCenker_54 62 HA_Clster
. %é “f?'cf'l A ety arted " ey O L i Hosts | Festuros dlkocaton - | Performancs | Fashs B Bventy . iams | Permisces. " Maps: | Profile Complance .| Storage Views
i:‘ﬁ:{ Hame, State, Most o G
& D-I!Hn“i e Rk Rt | Host Provimoned Space | Lked Space Hogt CPU - M8l | Moot Mem - MEE Tt Mam - % Mol
i EMItom & MG g Pnorie i 0 & Normal 139460 1.0 TE W24 G0 5 1Y) — 4L
;ﬁ EMS Low Poswered On & Vormal 10, 35440 HANTGB 135.% 08 1151 1 EHILE ) (19
Recent Tasks Marree, Targed on Staf
Hoars Target St Dbl Dritisted by wlenker Server Fegueited at Tme = | Start Tme (]
B i i [P ———— @ vt MR B 1215 11912015 12:38:15 P8
£ Tasks i Al
After the migration has completed, the EMS application will run seamlessly on the VM
on the new cluster’s host.
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F.2 Moving EMS VMs in a Hyper-V Cluster

This section describes how to move a Virtual Machine to another host node in a
Hyper-V cluster.

> To move a Virtual Machine to another node of the cluster:

1. Select the Virtual Machine, right-click and from the menu, choose Move > Live
Migration > Select Node.

Figure F-5: Hyper-V Live Migration

gL Failover Cluster Manager |=I1o .
File Action View Help
« = 2[m G
Bl Failover Cluster Manage| [FIRTREEN
4 5 OAMypen-Cleorp.a Bl ~
17 Roles iz : wr = . = i
2 Nodes Status Type Owner Node Priorty informg | 9 Configur..
4 (4 Storage (#) Running Virtual Machine QAHyparV1 Madiem Virtual M.,
3 Disks . *2-Lial Machine QAHyperV1 Medum B
H Pools Connect... W CreaeE
13 Mebworks View »
E'_ij Cluster Events S @ Refresh
Shut Down E Help
Turn Off
. EMSLow 1 =
Settings... .\;‘] Connect...
Manage... @ st
Replication 3 @ Save
_ I_Mu\.e 'l| p,fl I_Lm- Migration [o.- [ | Best Possible Node wn
- " ¥ | #3 | Quick Migration v B IS!Iecl Node... I
Change Startup Priority »| g | Virtual Machine Storage Owners: Anynode | | 57 Settings..
}‘- Manage...
Show Critical Events .h 4% Replication B
Add Storage Running [ Move 4
Add Resource v O Up Time: 1L B Cancelli..
| % 4056 MB Available Memory: oM C:
More Actions » 4036 B Infegration Services: = % Change3.. b
Remove [ » B Informati.,
<l - 3 Properties | [l showCi.. >
(Roles: EMS_Low 1
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The following screen is displayed:

Figure F-6: Move Virtual Machine

Sebect the destination node for lve migration of "EMS_Low 1"
firzm "QAHyperv',
ook for:

B Search

2. Select the relevant node and click OK.
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The migration process starts.
Figure F-7: Hyper-V Migration Process Started
= Failover Cluster Manager = 1o .
Eile  Action View Help
& | »(m Hm
.Cl L ————————————————————m———————— T
3 Node: Name Status Owmer Node Priorty Information B5 Configur.,
4 'l Storage 3, EMS_Hoh_1 (®) Runring Virtual Machine GAHyperv1 Medium Virtual M.,
Tl T Buhgans Villedwe gt e [l Vo || (7 ez
53 Networks View »
[4] Cluster Events & Refresh
E Help
EMS Low 1 =«
=] Connect.. =
@ Start
@ Save
@ ShutDown
< n 71| () Tum Off
K 54 Settings..
¥ .- EMS Low_1 Prefesred Owners: Anynode | | —
e & Manage...
Al |89 Replication b
i .
rtual Machine EMS_Low_1 B Move b
| Status: Running | | .
CPU Usage: o Up Time: 0:00:06 #5 Cancelli.
Memory Demand: 403 MB Available Memory: omMB W Change 5. P
Assigned Memory: 4036 MB Integration Services: B Informati..
Heartbeat : 0K w
) showCri..
< n » || _Summary | Resources | & Add Sear o

After the migration has completed, the EMS application will run seamlessly on the VM

on the new cluster’s node.
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G

Installing X.509 User-Defined
Certificates

The procedures in this appendix describe how to install X.509 user-defined certificates
on EMS server components and on AudioCodes devices where your site requires
comprehensive security measures that may not be satisfied using the default
certificates provided by AudioCodes.

Note:

It is highly recommended to read this appendix before commencing the
procedures. The certificates request and signing process with the CA may take
time and should therefore be completed before starting the certificate update
procedures.

The configuration described in this appendix is maintained following an upgrade
of the EMS server.

This appendix describes the following procedures (which should be performed in the
order shown below):

Installing User-defined certificates on EMS server (see Section G.1 on page 229).
Installing User-defined certificates on EMS client (see Section G.2 on page 233).
Installing User-defined SEM TLS certificates (see Section G.3 on page 245).

Downloading certificates to the AudioCodes device (see Section G.4 on page
226).

Cleaning up directories (see Section G.5 on page 262).
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The figure below illustrates the various EMS components and certificate
implementations.

Figure G-1: User-Defined Certificates

EMS Desktop EMS JAWS IP Phone SEM Web
Client Client Web Client Client

Section
G.2.9
Install Java
Web Start
client
certificate

Section G.2
Install EMS client
certificates

Section G.3.3

Secure connection
between SEM client
and Tomcat server.

Section G.1
Install EMS
server
certificates

Tomcat SEM Server
(8400/9400) (5001)

Section G.3
Install SEM
TLS

certificates.

Section G.4
; . Download certificates
AudioCodes Device to device.
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G.1

G141

G.1.2

Installing User-Defined Certificates on EMS
Server

This procedure describes how to install user-defined certificates on the EMS server.

Step 1: Generate a new Private Key for EMS Server

This step describes how to generate a new Private Key for the EMS server.

> To generate a new private key for EMS server:

1. Login to the EMS server as acems user (default password is acems).
2. Switch user to root (default password is root).

Su - root

3. Generate a server private key. When asked to enter the pass phrase — enter a
unique passphrase, e.g. “pass_1234".

cd /etc/httpd/conf.d/ssl _key/
mv server.key server.key.ORIG
openssl genrsa -des3 -out server.key 2048

Generating RSA private key, 2048 bit long modulus

e is 65537 (0x10001)
Enter pass phrase for server.key: pass_1234
Verifying - Enter pass phrase for server.key: pass_ 1234

Step 2: Generate a Certificate Signing Request (CSR) for
EMS Server

This step describes how to generate a Certificate Signing Request (CSR) for the EMS
server.

> To generate certificate signing request:

1. Create a new directory for server certificates:

mkdir /home/acems/server_certs
chmod 777 /home/acems/server_certs

2. Generate a Certificate Signing Request (CSR). When asked for the CSR fields,
enter values that describe your site deployment:

cd /home/acems/server_certs

openssl req -new -key /etc/httpd/conf.d/ssl.key/server._key -
out server.csr

Enter pass phrase for server.key: pass_1234

You are about to be asked to enter information that will be
incorporated into your certificate request.
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What you are about to enter is what is called a Distinguished
Name or a DN.

There are quite a few fields but you can leave some blank
For some fields there will be a default value,

IT you enter ".", the field will be left blank.

Country Name (2 letter code) [GB]: IL

State or Province Name (full name) [Berkshire]: .

Locality Name (eg, city) [Newbury]: .

Organization Name (eg, company) [My Company Ltd]: AudioCodes
Organizational Unit Name (eg, section) []: -

Common Name (eg, your name or your server"s hostname) []:
EMS_SERVER

Email Address []: -

Please enter the following "extra® attributes
to be sent with your certificate request

A challenge password []:

An optional company name []:

3.

Apply the proper ownership for the generated CSR file:

chown acems:nbif server.csr

4,

5.

Transfer the CSR file to your PC (see Appendix H on page 263 for guidelines on
how to transfer files).

Send the CSR file to the Certificate Authority (CA).
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G.1.3 Step 3: Receive the New Certificates from the CA

You will receive the following files from the CA:
B Your (EMS server) certificate — rename it to “server.crt”
B Root certificate — rename it to “root.crt”

B Intermediate CA certificates (if such certificates exist) — rename them to “cal.crt”,
“ca2.crt” etc.

Make sure that all certificates are in PEM format and appear as follows:

MIIBuTCCASKgAw I BAg I FAKK IMbgwDQYJKoZ IhvcNAQEFBQAwWFzEVMBMGALUEAXMM
RULTIFIPT1QgQOEYMBAXDTE1IMDUWMZA4ANTEOMFOXDT I IMDUWMZAANTEOMFOWKJET
TI6vqn51270g/24KbY9q6EK2YCc3K2EAadL21F1 jnb+yvREuewprOz6TEEUXNJo 10
L6V8I1zUYOFHrEiq/6g==

If you have not received PEM format certificates or you are not sure that the
certificates files are in the correct format, see Appendix | on page 265 for guidelines
on how to verify and convert certificates to the PEM format.

Note:
o The above files are required in the following steps. Make sure that you obtain
these files before proceeding.

o Use the exact filenames as mentioned above because the Apache server is
configured with these filenames.

certificates, the HA system must firstly be uninstalled, and then you must perform the
following procedures separately on both server machines (as stand-alone machines).
See Section 14.6 on page 174 for uninstalling the HA system.

j Important: If you have installed an HA system and wish to install user-defined server

G114 Step 4: Transfer the New Certificates to the EMS Server

This step describes how to transfer the new certificates to the EMS server.

> To transfer the new certificates to the EMS server:

B Transfer the new certificates files as described in the previous step — to the EMS
server (see Appendix H on page 263 for guidelines on how to transfer files).

Place the new files in the /home/acems/server_certs directory.
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G.1.5

G.1.6

Step 5: Update Apache Configuration

This step describes how to update the Apache configuration.

> To update the Apache configuration:

B Open the file Zetc/httpd/conf.d/passphrase and update the following line
with the new passphrase (as specified in Section Error! Reference source not
found. on page Error! Bookmark not defined.).

| echo “pass_1234"

Step 6: Updating Apache Certificates

This step describes how to update Apache certificates.

> To update Apache certificates:

1. Login to the EMS server as user root.
2. Backup the existing Apache configuration:

cd /etc/httpd/conf.d/ssl._crt

mv server.crt server.crt_ORIG

mv server_root.crt server_root.crt.ORIG
mv server_chain.pem server_chain.pem.ORIG

3. Switch to the directory where you copied the certificate files:

cd /home/acems/server_certs ‘

4. Create certificate chain file. Note that intermediate CA certificates (cal, ca2) are
optional and depend on your Certificate Authority.

cat cal.crt >> server_chain.pem
cat ca2.crt >> server_chain.pem
cat root.crt >> server_chain.pem

5. Update Apache configuration:

cp server.crt /etc/httpd/conf.d/ssl.crt/server.crt
cp root.crt /etc/httpd/conf.d/ssl.crt/server_root.crt
cp server_chain.pem /etc/httpd/conf.d/ssl.crt/server_chain.pem

6. Apply proper ownership for new configuration files:

chown root:root /etc/httpd/conf.d/ssl.crt/*
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G.A1.7

Step 7: Restart Apache

This step describes how to restart the Apache server.

> To restart the Apache server:

B Restart the Apache server to reload certificates.
Execute the following command as user root:

service httpd restart |

G.2

Installing User-Defined Certificates on EMS Client

This procedure describes how to install user-defined certificates on the EMS client.

G.2.1 Step 1: Generate a new Private Key for EMS Client
This step describes how to generate a new private key for the EMS client.
> To generate a certificate signing request:
1. Login to the EMS server as acems user (default password is acems).
2. Switch user to root (default password is root).
su - root
3. Create a new directory for client certificates:
mkdir /home/acems/client certs
chmod 777 /home/acems/client_certs
4. Generate a client private key. When asked to enter the pass phrase — enter a
unique passphrase, e.g. “pass_1234".
cd /home/acems/client_certs
openssl genrsa -des3 -out client.key 2048
Generating RSA private key, 2048 bit long modulus
s
_____ +++
e Is 65537 (0x10001)
Enter pass phrase for client.key: pass 1234
Verifying - Enter pass phrase for client.key: pass_1234
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G.2.2

Step 2: Generate a Certificate Signing Request (CSR) for
EMS Client

This step describes how to generate a Certificate Signing Request (CSR) for the EMS
client.

> To generate a Certificate Signing Request (CSR):

1. Generate certificate signing request. When asked for the CSR fields, enter the
appropriate values that describe your deployment:

cd /home/acems/client _certs
openssl req -new -key client.key -out client.csr

Enter pass phrase for client.key: pass 1234

You are about to be asked to enter information that will be
incorporated into your certificate request.

What you are about to enter is what is called a Distinguished
Name or a DN.

There are quite a few fields but you can leave some blank
For some fields there will be a default value,

IT you enter ".", the field will be left blank.

Country Name (2 letter code) [GB]: IL

State or Province Name (full name) [Berkshire]: .

Locality Name (eg, city) [Newbury]: .

Organization Name (eg, company) [My Company Ltd]: AudioCodes
Organizational Unit Name (eg, section) []: -

Common Name (eg, your name or your server"s hostname) []:
EMS_CLIENT

Email Address []: -

Please enter the following "extra® attributes
to be sent with your certificate request

A challenge password []:

An optional company name []:

2. Apply the proper ownership for the generated CSR file:

chown acems:nbif client.csr

3. Transfer the CSR file to your PC.
4. Send the CSR file to the Certificate Authority (CA).
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G.2.3 Step 3: Receive the New Certificates from the CA

You will receive the following files from the Certificate Authority (CA):
B Your (EMS client) certificate — rename this file to “client.crt”.

B Root certificate — rename this file to “root.crt”; since you are submitting CSRs to
the same CA - this is the same root certificate that was received from the CA
(see Section Error! Reference source not found.Error! Reference source not
found. on page Error! Bookmark not defined.).

B Intermediate CA certificates (if such files exist) — rename these files to “cal.crt”,
“ca2.crt” etc.

Make sure that all certificates are in PEM format and appear as follows:

MI 1BUTCCASKgAw I BAg I FAKKIMbgwDQYJKoZ IhvcNAQEFBQAWFzEVMBMGALUEAXMM
RULITIFIPT1QgQOEYMB4A4XDTE1IMDUWMZA4NTEOMFOXDT 1 IMDUWMZA4ANTEOMFOWK JET
TI6vgn51270g/24KbY9q6EK2YCc3K2EAadL21F1 jnb+yvREuewprOz6TEEUxNJol0
L6V8IzUYOFHrEiq/6g==

Notes:

o The above files are required in the following steps. Make sure that you obtain
these files and save them on your PC before proceeding.

o Use the exact filenames as mentioned above because the Apache server is
configured with these filenames.

G.24 Step 4: Transfer the New Certificates to the EMS Server

This step describes how to transfer the new certificates to the EMS server.

> To transfer the new certificates to the EMS server:

1. Transfer the new certificates files that you received from the CA (described in the

previous step) to the EMS server (see Appendix H on page 263 for guidelines on
how to transfer files.).

Copy the new files to the /home/acems/client_certs directory.
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G.2.5

Step 5: Generate the Client Keystore

This step describes how to generate the client keystore that contains all required
certificates and the private key for the EMS client.

> To generate the client keystore:

1. Login to the EMS server as user root.
2. Switch to the directory where you copied the client certificate files:

cd /home/acems/client _certs

3. Create a certificate chain file. Note that intermediate CA certificates (cal, ca2)
are optional and depends on your Certificate Authority.

cat cal.crt >> client_chain.pem
cat ca2.crt >> client_chain.pem
cat root.crt >> client_chain.pem

4. Create the PKCS#12 file:

openssl pkcsl2 -export -name ems -in client.crt -inkey
client.key -certfile client chain.pem -out client.pl2

Enter pass phrase for client.key: pass 1234
Enter Export Password: password
Verifying - Enter Export Password: password

5. Verify the path to your Java JDK keytool to be used in the following steps to
generate the keystore, e.g., /usr/java/jdk<jdk_version>/bin/keytool.

6. Generate the keystore by executing the following command (in a single line).
When asked for destination/source keystore password, type password or define
your own custom passphrase.

"<Java JDK bin path>\keytool"™ -importkeystore -destkeystore
keystore. jks -srckeystore client.pl2 -srcstoretype pkcsl2 -
alias ems

Enter destination keystore password: password
Re-enter new password: password
Enter source keystore password: password

7. Import root certificate (root.crt) into the keystore. When asked for
destination/source keystore password, type password. Confirm that you trust the
certificate by answering yes.

""<Java JDK bin path>\keytool"™ -importcert -file root.crt -
keystore keystore.jks

Enter keystore password: password
Owner: CN=EMS_ROOT, O=ACL

Issuer: CN=EMS_ROOT, O=ACL

Serial number: 1

Valid from: Fri Jan 01 02:00:00 IST 2010 until: Wed Jan 01
02:00:00 IST 2020

Certificate fingerprints:
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Trust this certificate? [no]: yes
Certificate was added to keystore

8. Change the ownership of the generated file:

| chmod 777 keystore. jks

G.2.6 Step 6: Transfer Client Keystore File to PC

This section describes how to transfer the client keystore file to the PC that runs the
EMS client.

> To transfer the keystore file to the EMS client:

B Transfer the file /home/acems/client_certs/keystore.jks from the EMS server to
the PC that runs the EMS client.

G.2.7 Step 7: Stop EMS Client Application

This step describes how to stop the EMS client application.

> To stop the EMS client:

On the PC that runs EMS client, close EMS client application.

2. Navigate to: C:\Program Files (x86)\AudioCodes\EMS Client <Client-
Version>\externals\security\ssIDb

3.  Rename the existing keystore.jks file to keystore.jks.ORIG.

Figure G-2: Java Keystore

#( 1. » Computer » OSDisk (C:) » Program Files (x86) » AudioCodes » EMS Client 701144 » externals » security » sslDb

hd Include in library « Share with = Burn Mew folder
Name : Date modified Type Size
|| keystore,jks.ORIG 26-Jan-15 16:54 ORIG File 3 KB
_ﬁ- keystore.pl2 04-May-1514:04 Personal Informati... 2 KB

A Note: If you have performed an EMS upgrade, copy the keystore file generated in
this step to the new EMS client.
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G.2.8

Step 8: Update EMS Client Configuration

This step describes how to update the EMS client configuration. Do one of the
following:

If you have installed the EMS client locally on the PC, update its configuration as
described below.

If you are using Java Web Start to connect to the EMS server, proceed to Section
Error! Reference source not found. on page Error! Bookmark not defined..

> To update the EMS client configuration:

On the PC that runs EMS client, close the EMS client application.
Copy the generated java keystore file 'keystore.jks' to the following directory

C:\Program Files (x86)\AudioCodes\EMS Client <Client-
Version>\externals\security\sslDb

If you defined a custom (non-default) passphrase in Section G.2.8 on page 238,
open the file

C:\Program Files (x86)\AudioCodes\EMS Client <Client-
Version>\externals\configurationProperties\sslConfig.propert
ies

and update the following line with the new passphrase:

sslPassword=password
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G.2.9

A\

Step 9: Update Java Web Start Client Certificate

This step describes how to update the Java Web Start Client Certificate.

Note: Apply this procedure if you are connecting to the EMS server using Java Web
Start (i.e., https://EMS-IP/jaws). Skip this procedure when installing the EMS client
using the AudioCodes-supplied Installation DVD.

> To update the Java Web Start client certificate:

1.  Login to the EMS server as acems user (default password is acems) and then
switch user to root (default password is root).

2. Change directory to jaws directory under EMS server main directory:

cd /ACEMS/server X.Y.Z/jaws/ |

3. Runjaws_certificates.sh script:

./jaws_certificates.sh |

4. The certificate replacement process starts as follows:

R R S S R R R R R R R Rk S S R R S R S R R S R R R R R R R R e

Fxx*x START JAWS CERTIFICATES PROCESS *****

R R R R R R R R R R R R R R S S R R S R S R R S R R S R R R R R e

Please enter location of keystore.jks (default: /opt/ssl/)

5. Enter the path where you copied the client keystore.jks file (see G.2.6 on page
237) - Ihome/acems/client_certs and press Enter:

Enter keystore.jks path (press Enter for default):
/home/acems/client _certs

6. The Java Web Start will be updated with new client certificate. If warnings are
produced in the process — ignore them.

checking /home/acems/client _certs/ ...
keystore. jks: OK

Extracting jar Files...

Start updating files... [Mon May 11 08:30:50 GMT 2015]

Creating jar for re-signing

\t ---> configurationProperties
\t ---> emsSwVersionFiles
\t ---> help
\t ---> images
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\t ---> localeProperties
\t ---> mibs

\t ---> sounds

\t ---> security

Jars re-signing

Linux OS
\t Signing jars with self created key
jar signed.

Warning:

No -tsa or -tsacert is provided and this jar is not
timestamped. Without a timestamp, users may not be able to
validate this jar after the signer certificate®s expiration
date (2025-05-08) or after any future revocation date.

jar signed.

ECE R R S R kR S R R R S R S S R S e R S R S R R R R S S R R SR R S SRR R R R R R R R R

****x* Customization Process Finished Successfully *****
KEEEAAAAAA I LT EITEAAAAAAA A LT A AAAAAAARA AR A AAAARAARAAARAAAAAAAAA A A AL AXKX

Note: If the provided path doesn’t contain the keystore file (three retries are
possible), the replacement process will fail, displaying the following errors:
Enter keystore. jks path (press Enter for default):
/home/acems/client_certs
checking /home/acems/client _certs ...

keystore. jks: Not Exists
Enter keystore.jks path (press Enter for default): /opt
checking /home/acems/client certs ......

keystore. jks: Not Exists
Enter keystore.jks path (press Enter for default): /opt
checking /home/acems/client certs ... ...

keystore. jks: Not Exists

B o o e e R e R e R e e S e e e e e S

ey JAWS CERTIFICATE PROCESS FAILED titirni

Verify that you copied the keystore file in Section G.2.6 on page 237.
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G.2.91

7. Before connecting with JAWS, do one of the following:
e JAWS For Chrome:
Delete directory C:\Users\<pc user>\Downloads\JavaWebStart
e JAWS for IE:
Delete directory C:\Users\<pc user>\AppData\Local\Temp\JavaWebStart.

8. Redirect the JAWS URL for HTTPS using the EMS Server Manager (see
Section 12.8.11 on page 152).

Connecting to JAWS for Advanced Versions

If you have installed Java Versions 7 or 8 on your PC, you need to update the Java
security level on your PC for your EMS client to function correctly.

Note: This procedure is relevant for both HTTP and HTTPS connections.

G.2.9.11 Using Java Version 7
If you have installed Java Version 7 on your EMS client, do the following:
1. Open the Java Control Panel (Start > Program Files > Control Panel > Java).
2. Click the Security tab, and then set the 'Security Level' to Medium.
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Figure G-3: Java Control Panel (Version 7.2)

| General I Update | Java | SEGJritﬁ"él Aduancedl

Enable Java contentin the browser

Security Level

Llﬂ - - Very High
|

High (minimum recommended)

[ Medium

Least secure setting - All Java applications will be allowed to run after presenting a security prompt.

Exception Site List

Applications launched from the sites listed below will be allowed to run after the appropriate
security prompts.

Click Edit Site List...
to add items to this list.

Edit Site List...

Restore Security Prompts. ] [ Manage Certificates... ]

[ 0K ][ Cancel Apply

3. Click OK.
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G.2.9.1.2 Using Java Version 8

If you have installed Java Version 8 on your EMS client, do the following:
1. Open the Java Control Panel (Start > Program Files > Control Panel > Java).
2. Click the Security tab and set the Security Level to High.

Figure G-4: Java Control Panel (Version 8.0)

) Java Control Panel -

Enable Java content in the browser

Security level for applications not on the Exception Site list

() Wery High - Only Java applications identified by a certificate from a trusted authority are
allowed to run, and anly if the certificate can be verified as not revoked.

(@) High - Java applications identified by a certificate from a trusted authority are allowed to
run, even if the revocation status of the certificate cannot be verified.

Exception Site List
Applications launched from the sites listed below will be allowed to run after the appropriate security

prompts.
http:/f10.3.180.2 ~
http://10.3.180.6 Edit Site List...
W
Restore Security Prompts Manage Certificates...

Cancel Apply

3. Click Edit Site List..., and then click Add.
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Figure G-5: Exception Site List

‘
| % Exception Site List ——

Applications launched from the sites listed below will be allowed to run after the appropriate security prompts.,

Location
http://10.3. 180,10
http:/f10.3. 180,34
hitp://10.3. 180.4
http:/f10.3. 180.7
http://10.3. 180.8

Add Remave
'-“lh, FILE and HTTP protocols are considered a security risk. ‘We recommend using HTTPS sites where available.

o] [ o

4. Enter the server IP address in http://<server IP> format.
5. Click OK to close the Exception Site List window.
6. Click OK to close the Java Control Panel.
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G.3
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G.31

Installing User-Defined Certificates on SEM
Server

This procedure describes how to install user-defined certificates for the SEM server
application, which is installed on the EMS server.

Note: The procedures described in this section are only required for customer sites
where the SEM server is installed.

Step 1: Generate Keystore for SEM Server

This step describes how to generate the keystore that contains all the required
certificates and private key for the SEM server.

Note: This procedure uses the same certificates that were generated for the EMS
server / Apache server in steps Error! Reference source not found. on page Error!
Bookmark not defined. to Error! Reference source not found. on page Error!
Bookmark not defined..

> To generate the SEM server keystore:

1. Login to the EMS server as user root.
2. Switch to the directory where you copied the server certificate files:

cd /home/acems/server_certs

3. Create the server PKCS#12 file:

openssl pkcsl2 -export -name ems -in server.crt -inkey
/etc/httpd/cont.d/ssl .key/server.key -certfile
server_chain.pem -out server.pl2

Enter pass phrase for server.key: pass 1234
Enter Export Password: password
Verifying - Enter Export Password: password

4. Verify the path to your Java JDK keytool to be used in the following steps to
generate the keystore.

e.g. /usrfjava/jdk<jdk_version>/bin/keytool.

5. Generate the keystore by executing the following command (in a single line).
When asked for destination/source keystore password, type password.

""<Java JDK bin path>\keytool"™ -importkeystore -destkeystore
keystore. Jjks -srckeystore server.pl2 -srcstoretype pkcsl2 -
alias ems

Enter destination keystore password: password
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G.3.2

Re-enter new password: password
Enter source keystore password: password

6. Import the root certificate (root.crt) from the saved location (see Section Error!
Reference source not found. on page Error! Bookmark not defined.) to the
keystore. When asked for destination/source keystore password, type password.
Confirm that you trust the certificate by answering yes.

""'<Java JDK bin path>\keytool"™ -importcert -file root.crt -
keystore keystore.jks

Enter keystore password: password
Owner: CN=EMS_ROOT, O=ACL

Issuer: CN=EMS_ROOT, O=ACL

Serial number: 1

Valid from: Fri Jan 01 02:00:00 IST 2010 until: Wed Jan 01
02:00:00 IST 2020

Certificate fingerprints:

Trust this certificate? [no]: vyes
Certificate was added to keystore

Step 2: Update SEM Server Configuration

This step describes how to update the SEM server configuration.

> To update SEM Server configuration:

1. Login to the EMS server as user root.
2. Backup the original SEM keystore:

cd /opt/ssl
mv keystore.jks keystore.jks.ORIG

3. Copy the new keystore.jks created above:

cp /home/acems/server_certs/keystore. jks .
chown emsadmin:dba keystore. jks
chmod 644 keystore.jks

4. If you configured a custom password(in Section G.2.8 on page 238) to protect
keystore, update the following line in
IACEMS/server_X.Y.Z/externals/configurationProperties/sslConfig.properties file:

sslPassword=password

5. To enable SEM server to work securely with ACL devices, update the following
line in
IACEMS/server_X.Y.Z/externals/configurationProperties/acVQMConfig.properties
file (1 for TLS only, 2 For TLS/TCP combined mode):

‘SocketType =0

6. Restart the EMS server (Stop/Start Application option) using the Ems Server
Manager (see Section 12.5.1 on page 106).
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G.3.3

Step 3: Update Tomcat Server Configuration

This section describes how to update the Tomcat server configuration to secure the
connection between the Web browser and SEM server.

> To update the Tomcat server configuration:

Connect to the EMS server as user root.
Backup the original Tomcat keystore:

cd /ACEMS/EMS-VQ/tomcat/conf/
mv keystore.jks keystore.jks.ORIG

Copy the new keystore created above:

cp /home/acems/server_certs/keystore. jks.
chmod 644 keystore. jks

If you used a custom password to protect the keystore, update the following line
in server.xml file:

keystoreFile="conf/keystore. jks" keystorePass="password" |

Restart the Tomcat server:
a. Logintothe EMS Server Manager:

# EmsServerManager \

b. From the EMS Server Manager root menu, choose Application
Maintenance.

c. From the Application maintenance menu, choose Web Servers, and then
press Enter.

d. Inthe Web Servers menu, choose option 2 to stop the Tomcat Server.
In the Web Servers menu, choose option 2 to start the Tomcat Server.
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G.34 Step 4: Redirecting SEM Client Browser to HTTPS URL

To automatically redirect the SEM client browser to an HTTPS URL, use the EMS
Server Manager menu option (see Section 12.8.10 on page 152).

G.3.5 Step 5: Setting Web Browser HTTPS Compatibility

This section describes how to set the Web browser to work properly with HTTPS.

G.3.5.1.1 Using an Internet Explorer Browser

This section describes how to set the Internet Explorer browser.

> Do the following:

B When the following screen is displayed, select the “Continue to website (not
recommended)” option.

Figure G-6: Continue to Website
[E=5 FoR )

e(j )3 https://101.8 23.9400/EMS-VQ/Main htmiz £~ © |3 certiicate Eron Navigatio... * | | AL

File Edit View Favorites Tools Help

6) There is a problem with this website's security certificate.
R

The security certificate presented by this website was not issued by a trusted certificate authority.
The security certificate presented by this website was issued for a different website's address.

Security certificate problems may indicate an attempt to fool you or intercept any data you send to the
server.

We recommend that you close this webpage and do not continue to this website.
@ Click here to close this webpage.

& Continue to this website (not recommended).

® More information
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G.3.5.1.2

Using a Mozilla Firefox Browser

This section describes how to set the Mozilla Firefox browser.

> Do the following:

1.  When the following screen is displayed, click the “I Understand the Risks” option.
2. Click the Add Exception button, and then click the Confirm Security Exception

button.
Figure G-7: Mozilla Firefox Settings
[=][=] =]
| {1 Untrusted Connection x|\ +
= https://10.4.2.60:0400/EMS-V(/Main htmi c Search e ¥+ & 0 =
-~
§ S This Connection is Untrusted
A You have asked Firefox to connect securely to 10.4.2.60:9400, but we can't confirm that your
connection is secure.
Normally, when you try ta cannect securely, sites will present trusted identification to prove that you
are going to the right place. However, this site's identity can't be verified.
What Should I Do? Add Security Exception (==
 you usually connect to this site without problems, th You are about to override how Firefox identifies this site.
impersonate the site, and you shouldn't continue. s  Legitimate banks, stores, and other public sites will not ask you to do this.

mn

Server
Location: hﬂpsﬂll).-l.Z.fEMS—VQfMain.htm : -m

. Certificate Status
I Understand the Risks This site attempts to identify itself with invalid infermation. -

If you understand what's going on, you can tell Firefox
you trust the site, this error could mean that someo:

Technical Details

Wrong Site

The certificate belongs to a different site, which could mean that someone is trying to
impersonate this site.

Unknown Identity

Don't add an exception unless you know there's a goo,
identification.

Add Exception_

The certificate is not trusted because it hasn't been verified as issued by a trusted
authority using a secure signature,

Permanently store this exception

;onFirmSELurityExcEpt\on][ — l
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G.3.5.1.3 Using a Chrome Browser

This section describes how to set the Chrome browser.

> Do the following:

1.
“Proceed to <Server IP> (unsafe)” link.

Figure G-8: Chrome Browser Settings

When the following screen is displayed, click Advanced and then click the

[ Privacy error x

C' (% bapt//10.1.8.23:9400/EMS-VQ/Main.htm l#

]

B

Your connection is not private

Attackers might be trying to steal your information from 10.1.8.23 (for example,
passwords, messages, or credit cards).

Hide advanced

This server could not prove that it is 10.1.8.23; its security certificate is not trusted by your
computer's operating system. This may be caused by a misconfiguration or an attacker
intercepting your connection.

Proceed to 10.1.8.23 (unsafe

Back to safety
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G4

G.41

G.4.11

Installing User-Defined Certificates on
AudioCodes Devices

This section describes how to install user-defined certificates on AudioCodes devices.
These certificates will be used to secure the connection between the device and EMS
|/ SEM server.

This procedure is performed using the device's embedded Web server. This section
describes how to install certificates for the following devices:

B Enterprise gateways and SBC devices (see Section Error! Reference source
not found.).

B MP-1xx devices (see Section Error! Reference source not found. on page
Error! Bookmark not defined.).

Enterprise Gateways and SBC Devices
This section describes how to install user-defined certificates on Enterprise gateways
and SBC devices.

The device uses TLS Context #0 to communicate with the EMS / SEM server.
Therefore, the configuration described below should be performed for TLS Context
#0.

Step 1: Generate a Certificate Signing Request (CSR)

This step describes how to generate a Certificate Signing Request (CSR).

> To generate certificate signing request:

Login to the device's Web server.

2.  Open the TLS Contexts page (Configuration tab > System menu > TLS
Contexts).

3. Inthe table, select the TLS Context #0, and then click the TLS Context

Certificate |"# button, located below the table; the Context Certificates page
appears.

4. Under the Certificate Signing Request group, do the following:

a. Inthe 'Subject Name [CN] field, enter the device's DNS name, if such exists,
or device’s IP address

b. Fill in the rest of the request fields according to your security provider's
instructions.

c. Click the Create CSR button; a textual certificate signing request is
displayed in the area below the button:
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Figure G-9: Certificate Signing Request Group

w Certificate Signing Request

Subject Mame [CN]

Company name [2] (optional)

State [ST] (optional)
Country code [C] (optional)

Certification Authority for signing.

ZvnZZebMECEILg=—

Organizational Unit [OU] {optional)

Locality or city name [L] (optional)

gudio.com
Headgquarters
Comaorate
Poughlkeepsie
New Yo

Us

[

Create C5R

)

""" BEEIN CERTIFICATE REQUE3T-----
MIIEt]CCARECAQAWCESMEAGA | UEBAXMIYHVkaWiuY 2 9tMRUWEWY DVQQLEWKI ZWEk
cHVhenFRl cnMxE j AQEgNVBACTCUNvenBEvemE ) ZTEVMEMEA | UEBXMMUIGY 1 Z2hr ZWWw
c2l IMREWDWY DV IEWhOEXcgWW9yazELMAKEA | UEERMCVVMwgZ BwDQY JHoZ Thvel
AQEBBQADGY 0AMIGIACOGBAPHpf 2t 40LySFRkSEBWT Pl ZEWCKR T nvaccHEu THns07 1M
HLTOEBYoLb6feeIK2eDoBnmbrJ06 7 7z / AHWIMES SpAK 1 CbOIPQOEN30g6+5JAMTAR
1L¥NUnogjEsK7CEF32uvelH/ /gFkhy bz leNvobI+25Pn38aTzEXcBDkEwZ 1 9rROgQRE
AgMBAAGIADANBgkghklG9wIBAQQFAROEgRDiIhdgbe 1 zkHALFr+5BRuUScEygQUXEBME
gTEPEFRALf Zk1MmgnEBMc /MY £ 3GThawr QE7p6dNI60DivouCPE6 Gz z bm2ugCbLgoIl
nLngpvcmbdva /B1QvEpPEQhZgpULJ8C3e3rrYydrul 3AZeDUbLY vho9 0 IkRbap/ /43

After creating the CSR, copy the text below (including the BEGIM/EMND lines) and send it to your

5. Copy the text and send it to the certificate authority (CA) to sign this request.

G.41.2 Step 2: Receive the New Certificates from the CA

You will receive the following files from the Certificate Authority (CA):

B Your (device) certificate — rename this file to "device.crt"

B Root certificate — rename this file to "root.crt"

B Intermediate CA certificates (if such files exist) — rename these files to "cal.crt",

"ca2.crt" etc.

Save the signed certificate to a file (e.g., device.crt). Make sure that all certificates are

in PEM format and appear as follows:

L6V81zUYOTHrEIq/6g==

M1 IBUTCCASKgAw I1BAg I FAKKIMbgwDQYJKoZ I hveNAQEFBQAWFzEVMBMGALUEAXMM
RULTIFIPT1QgQOEYMB4XDTE1IMDUWMZzA4NTEOMFOXDT 1 IMDUWMZzA4NTEOMFOWKJET

TI6vgn51270g/24KbY9q6EK2YCc3K2EAadL21F1 jnb+yvREuewprOz6TEEUxNJol0
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A\

G.41.3

Notes:

The above files are required in the following steps. Make sure that you obtain
these files before proceeding and save them to the desired location.

Use the exact filenames as mentioned above.

Step 3: Update Device with New Certificate

This step describes how to update the device with the new certificate.

> To update device with new certificate:

1.

Open the TLS Contexts page (Configuration tab > System menu > TLS
Contexts).

In the table, select the TLS Context #0, and then click the TLS Context
Certificate [“® button, located below the table; the Context Certificates page
appears.

Under the Upload certificates files from your computer group, click the
Browse button corresponding to the 'Send Device Certificate...' field, navigate to
the device.crt file, and then click Send File.

Figure G-10: Upload Certificate Files from your Computer Group

w Upload certificate files from your computer

Private key pass-phrase (optional) audc

Send Private Key file from your computer to the device.
The file must be in either PEM ar PFX (PKCS#12) format.

m MNo file selected. Send File

Note: Replacing the private key is not recommended but if it's done, it should be over a
physically-secure network link.

Send Device Certificate file from your computer to the device.
The file must be in textual PEM format.

m Mo file selected. Send File
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G.41.4 Step 4: Update Device’s Trusted Certificate Store
This step describes how to update the device's Trusted Certificate Store.
> To update device’s trusted certificate store:
1. Open the TLS Contexts page (Configuration tab > System menu > TLS
Contexts).
2. Inthe table, select the TLS Context #0, and then click the TLS Context Trusted
Root Certificates ['# button, located below the table; the Trusted Certificates
page appears.
3. Click the Import button, and then browse to the root.crt file. Click OK to import
the root certificate.
Figure G-11: Importing Certificate into Trusted Certificates Store
Import New Certificate
Dibackupwarehouse\c | Browse...
OK Cancel
4. If you received intermediary CA certificates — cal.crt, ca2.crt, etc. — import them
in a similar way.
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G.4.1.5 Step 5: Configure HTTPS Parameters on the Device

This section describes how to configure HTTPS related parameters on the device.

Notes:

o You can optionally pre-stage the device with a pre-loaded ini file including this
configuration (for more information, contact your AudioCodes representative).

o If you have enabled the Interoperability Automatic Provisioning feature, ensure
that your template file is also configured as described in this procedure to
maintain an active HTTPS connection after the template file has been loaded
to the device.

e  When you setup an HTTPS connection on the device, you must also enable
HTTPS ("Enable HTTPS Connection™) when adding the device to the EMS
(refer to the EMS User's manual).

> To configure HTTPS parameters on the device:
1. Create a new text file using a text-based editor ( e.g., Notepad).
2. Include the following ini file parameters for server-side authentication:
e For Media Gateway and SBC Devices:
AUPDVerifyCertificates=1
e For MP-1xx devices, the ini file should include the following two lines:

AUPDVerifyCertificates=1
ServerRespondTimeout=10000

3. Save and close the file.

4. Load the generated file as “Incremental INI file” (Maintenance menu > Software
Update > Load Auxiliary Files > INI file (incremental).

5. Open the TLS Contexts page (Configuration menu > System > TLS Contexts).
Figure G-12: TLS Contexts

lele

Subwnit TLS Expiry Seftings
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6. Inthe table, select the TLS Context #0, and then click Edit button. The following

screen is displayed:

Figure G-13: TLS Contexts: Edit Record

Edit Record #0

Index |EI |
Name default

TLS Version 1

Cipher Server RC4:EXP

Cipher Client ALL

OCSP Server Dizable -
Primary OCSP Server 0.0.0.0

Secondary OCSP Server 0.0.0.0

QCSP Port 2580

OCSP Default Response Reject -

@ Submit | % Cancel

7. Set'TLS Version'to 1 (TLS 1.0 only).
8. Set'HTTPS Cipher Client' to ALL.

G.4.1.6 Step 6: Reset Device to Apply the New Configuration

This step describes how to reset the device to apply the new configuration.

> To reset the device:

1. In the top-level menu, click Device Actions > Reset. The following screen is

displayed.
Figure G-14: Device Reset

w» Reset Configuration

Reset Board Reset

Burn To FLASH es v

Graceful Option Mo v
w» LOCK/ UNLOCK

Lock LOCK

Graceful Option Mo v

Gateway Operational State UNLOCKED
» Save Configuration

Burn To FLASH BURN |

2. From the Burn to FLASH drop-down list, select Yes, and then click Reset button.

The device will save the new configuration to non-volatile memory and reset
itself.
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G.4.2 MP-1xx Devices

This section describes how to install user-defined certificates on the MP 1xx devices.
G.4.21 Step 1: Generate a Certificate Signing Request (CSR)

This step describes how to generate a Certificate Signing Request (CSR).

> To generate a CSR:

1.

6.

Your network administrator should allocate a unique DNS name for the device
(e.g., dns_name.corp.customer.com). This DNS name is used to access the
device and therefore, must be listed in the server certificate.

If the device is operating in HTTPS mode, then set the 'Secured Web Connection
(HTTPS)' parameter (HTTPSOnly) to HTTP and HTTPS (refer to the MP-11x and
MP-124 User's Manual). This ensures that you have a method for accessing the
device in case the new certificate does not work. Restore the previous setting
after testing the configuration.

Login to the MP-1xx Web server.

Open the Certificates page (Configuration tab > System menu > Certificates).
Under the Certificate Signing Request group, do the following:

a. Inthe 'Subject Name [CN] field, enter the DNS name.

b. Fill in the rest of the request fields according to your security provider's
instructions.

c. Click the Create CSR button; a textual certificate signing request is
displayed in the area below the button:

Figure G-15: Certificate Signing Request Group

w Certificate Signing Request

Subject Name [CN] audio.com
Organizational Unit [OU] (optional) Headquarters
Company name [0] {optional) Corporate
Locality or city name [L] {optionai) Foughkeepsie
State [ST] {optional) MNew Yark
Country code [C] (optional) us

[ CreateCsR |

After creating the CSR, copy the text below (including the BEGIM/END lines) and send it to your
Certification Authority for signing

""" BEGIN CERTIFICATE REQUEST-----

MIIEL])CCARSCAQAWd]ESMBAGA| UBAXMIYXVEKAWEWY 2 9tMRAUWEWY DVELLEWKIZWEL
cXVhenRlocnMxE JAQBEgNVEBACTCUNvenEBvemE ) ZTEVMEMGA | UEBXMMUGY 1 Z22hr ZWVW
c2l1MREWDWY DVRQIEWhOZXcgWW9 yazELMAKGA 1 UEBhMCVVMwg Z BWDQY JROZIhvel
AQEBBRADOY 0AMIGIAOGEAPHPE 2t 40Ly3FRKSBW7 Fl ZEWCKQ7nvuocHtu7Nns 07 1M
HLT7OEBYoL6SeeIK2eDo8nmbrFo67 7z /AHWIME 6 SpAR 1 CoOIPgOZNS0g6+5TAmIAR
1LNUnogjEsK7CES2uvoll/ /gfkhySzleNvOobI+25Pn38aJzEXCEDkGWE 1 9T ROgRE
AgMEARGOADANEgkghklGOWOBAQQEARCEQRDihdgbcl zZkHdLEr+SERu3CcEygUHEME
gFEGjERAfZk IMmgnEMe /MY £3GThawr QETR6ANI60DivinuCPE6GzzSm2ugClLgoIl
nLngpvombdva /B1QvERPEGhEZgpULIEC3e3rrYiru2 3AZeDUBY vho90IKERAR/ /13
ZvnZZeMECEILg=

""" END CERTIFICATE REQUEST-----

Copy the text and send it to the certificate authority (CA) to sign this request.
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G.4.2.2

G.4.23

Step 2: Receive the New Certificates from the CA

You will receive the following files from the Certificate Authority (CA):
B Your (device) certificate — rename this file to “device.crt”
B Root certificate — rename this file to “root.crt”

B Intermediate CA certificates (if such files exist) — rename these files to “cal.crt”,
“ca2.crt” etc.

Save the signed certificate to a file (e.g., device.crt). Make sure that all certificates are
in PEM format and appear as follows:

M1 1DkzCCAnugAw 1 BAg 1 EAGAAADANBgkghk i GO9WOBAQQFADA/MQswCQYDVQQGEwW
JGUjJETMBEGALUEChMKQ2VydG Iwb3NOZTEbMBKGALUEAXMSQ2VydGIwb3NOZSBT
ZXJ2ZXVyMBAXDTk4MDYyNDAAMDAWMFoXDTE4AMDYyNDAAMDAWMFowPzELMAKGAL
UEBhMCR I 1 XEZARBgNVBAOTCKNIcnRpcG9zdGUxGzAZBgNVBAMTEKN IcnRpcG9z
dGUgU2VydmV1cjCCASEwWDQYJKoZ IhveNAQEBBQADggEOADCCAQkCggEAPqd4Mz
1R4spWIdGRx8bQrhZkonWnNm™+Yhb7+4Q67ectljanH7GcN/SXsTx7jIpreWuL
T7v7Cvpr4R7glJIcmdH Intmf7IPM5n6cDBv17uSW63er7NkVnMFHWK1QaGFLMyb
FkzaeGrvFm4k31RefiXDmuOe+FhJgHYezYHF44LvPRPwhSrzi9+Aq308pWDguld
uZDIUP1F1jMa+LPwvREXFFcUW+w==

Notes:

o The above files are required in the following steps. Make sure that you obtain
these files before proceeding.

° Use the exact filenames as mentioned above.

Step 3: Update Device with New Certificate

This step describes how to update the device with the new certificate.

> To update the device with the new certificate:

1. Inthe Certificates page, scroll down to the Upload certificates files from your
computer group, click the Browse button corresponding to the 'Send Device
Certificate...' field, navigate to the device.crt file, and then click Send File.

2. After the certificate successfully loads to the device, save the configuration with a
device reset (see Section Error! Reference source not found. below).
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Step 4: Update Device’s Trusted Certificate Store

For the device to trust a whole chain of certificates you need to combine the contents

of the root.crt and ca.crt certificates into a single text file (using a text editor).

> To update the device with the new certificate:

Open the root.crt file (using a text-based editor, e.g., Notepad).
Open the ca.crt file (using a text-based editor, e.g., Notepad).

Copy the content of the ca.crt file and paste it into the root.crt file above the
existing content.

Below is an example of two certificate files combined (the file "ca2.crt" and the

"root.crt") where the ca2.crt file contents are pasted above the root.crt file contents:

M1 IDNjCCAh6gAw I BAg I BBDANBgkghk 1 GOWOBAQUFADAhMQwwCgYDVQQKEWNBQOWX
ETAPBgNVBAMUCEVNU19STO9UMB4XDTEWMDEWMTAWMDAWMFOXDT IwMDEWMTAWMDAwW
MFow I DEMMAoGA1UEChMDQUNMMRAWDgYDVQQDFAdFTVNFQOEYMI 1B I JANBgkghkiG
9wOBAQEFAAOCAQ8AMI I BCGKCAQEA4CmsdZNpWo6Gg5UgxFIPjJeNggwn1QiUYhOK
KPEVS6YWH7tr8+TwnlzjT58kuuy+fFVLDyZzp117J53F1sgnCSxpVqcYfMoBbCL/
OFfmXKHWIP I 1bovWpZddgz8U1pEzD+5eGMUWCNqw99rbUseAHdwkxsXtOquwqE4yk
i1hiWesMp54LwX5dUB46GWKUFT/pdQYqAuunM76ttLpUBc6yFYeqplLqj90gKkR4cu
5B6WYNPOT jIX50Xgd9YF+01QYB2EiPO6uzLt1yWL3AENGWDVeOv I fZgppLEZPBKI
hfULeMjay4fzE4XnS9OLDxZGjJ+nV9ojA7WaRB5t16nEJQ/7sLQ1DAQABo3oweDAM
BgNVHRMEBTADAQH/MBOGA1UdDgQWBBRY2JQ1yZrvN4Gi FsXUB7AvctWvrTBIBgNV
HSMEQ j BAGBThT6GbMQb0O5b0CKkLV8kW+RgOAAhgE I pCMw I TEMMAOGA1UEChMDQUNM
MREwDwWYDVQQDFAhFTVNFUKOPV 1 I BATANBgkghk 1 GOWOBAQUFAAOCAQEAdASYyfcg
TdkF/uDx10GkOygXrRAXHG2WFOS6afrcJHoZCCH3PNsvTtRrEAwroGwx7tsnl/o+
CNV5Yalstlz7BDIEI jJTzCDrp09sUsiHgxGuOnNh jLDUoLrelGDCOOyiKb4BOhICq
hiemkXRe+eN7xcg01fUo78VLTPUFMUhzOBdn7TuE7QbiSayq2fY2ktHHOYDEKJGO
RUos 1ggVwSZ 1 sCnRZFumkKJtrT4PtnNY luYJHe j/SHcsOWtgtCQ8cPANJCZAWZ+V
XoAhN6pH17PMXLPcImOL/MIkVkmTOtplbPmefrEBIO+np/08F+P551uHO10YAGCC
CJ60HGLg8RINdA==

M1 IDNzCCAh+gAw 1 BAg 1 BATANBgkghk i GOWOBAQUFADAhMQwwCgYDVQQKEWNBQOWX
ETAPBgNVBAMUCEVNU19STO9UMB4XDTEWMDEWMTAWMDAWMFOXDT IwMDEWMTAwWMDAW
MFow I TEMMAoGA1UEChMDQUNMMREWDWYDVQQDFAhFTVNFUKOPVDCCAS IwDQYJKoZ I
hvcNAQEBBQADggEPADCCAQoCggEBANCsaGivTMMcSv57+ j5Hya3t6A6FSFhnUQrS
667hVpbQ1Eaj02jaMh8hNvOx8SFDT52hvgVXNmLBmpZwy+TolVR4kgbAEols+7/q
ebESJyW8pTLTszGQns2E214+U18sKHItpUZvs1dVUIX6xQiSYFDG1CDIPR5/70pq
zwtdbl ipSsKgYi jJosOyRV3roVgNi4e+hmLVZA9rOlp6LR72Ta9HMIFI4gyxJPUQA
JV3Led2Y4J0bvBTNIkal8W17KORJigMMp7T8ewRkBQIIM7nmeGDPUF1wR jDWg 4G
BRW2MACYsu/M9z/H821U0 I CtsZ4oKUIMgbwjQ9 I X1 /HQKKRSTF8CAWEAAaN6MHgw
DAYDVROTBAUWAWEB/zAdBgNVHQ4EFgQU4X+hmzEGzuW9ApC1FIFVKYNAATYWSQYD
VRO jBEIWQIAU4X+hmzEGzuW9ApC1TIFVkYNAAIahJaQjMCExXDDAKBgNVBAOTAOFD
TDERMABGALUEAXQIRU1TX1JPT1SCAQEWDQYJKoZ lhvcNAQEFBQADggEBAHQkg4F6
wY iHVAJ JH3bgxUPHt2rrrALaXA9eYWFCz1q4QVpQNYAwdBAEAKENZzNZ ttoP3aPZE
3EO0Xx1C8Mw2wU4p0OxD7B6pHOX0+0J4LrxLB3SAJd5hW495X1RDF99BBA9eGUZ2nXJ
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9pin4PWbnfc8eppg8Tpl8jIMWOZI3prTPt012q93iEal KDEZX+wxKHGZEqS4ayBn
8bU3NHt5ghOEgpai 8hB/nth1xnA1m841wxCbJW86AMRS2NznROyG695InAYaNl 1o
HU9zBRARRASV5vmBN/g5JnDhshZhL1Bm+M6Qx0yGoN j L1DgE+aWZkmsw2k9STOpN
1tSUgGYwEagnsMU=

A Note: The maximum supported size of the combined file of trusted chain of
certificates is 100,000 bytes (including the certificate's headers).

4. Save the combined content to a file named "chain.pem" and close the file.

5. Open the Certificates page and upload chain.pem file using the 'Trusted Root
Certificate Store' field.
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G.4.2.5 Step 5: Configure HTTPS Parameters on Device

B Configure HTTPS Parameters on the device (see Section Error! Reference
source not found. above).

G.4.2.6 Step 6: Reset Device to Apply the New Configuration

This section describes how to apply the new configuration.

> To save the changes and reset the device:

1. Do one of the following:

° On the toolbar, click the Device Actions button, and then from the
drop-down menu, choose Reset.

e  On the Navigation bar, click the Maintenance tab, and then in the
Navigation tree, select the Maintenance menu and choose Maintenance
Actions.

Figure G-16: Maintenance Actions Page

w+ Reset Configuration

Reset Board Reset
Burn To FLASH Yes w
Graceful Option Mo W

w LOCK /S UNLOCE

Lack LOCK
Graceful Option Mo w
Current Adrmin State UMLOCKED

w Save Configuration
Burn To FLASH BUEN

2. Click the Reset button; a confirmation message box appears, requesting you to
confirm.

3. Click OK to confirm device reset; when the device begins to reset, a notification
message is displayed.
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G.5 Cleanup

It is highly recommended to cleanup temporary files after certificates have been
successfully installed. This is necessary to prevent access to security-sensitive
material (certificates and private keys) by malicious users.

> To delete temporary certificate files:

1. Login to the EMS server as user root.
2. Remove the temporary directories:

rm -rf /home/acems/server_certs
rm -rf /home/acems/client _certs

IOM Manual 262 Document #: LTRT-94146



IOM Manual H. Transferring Files

H Transferring Files

This appendix describes how to transfer files to and from the EMS server using any
SFTP/SCP file transfer application.

A Note: .FTP by default is disabled in the EMS server.

> To transfer files to and from the EMS server:

Open your SFTP/SCP application, such as WinSCP or FileZilla.

2. Login with the acems/acems credential (all files transferred to the EMS server
host machine are then by default saved to /7home/acems directory).

3. Copy the relevant file(s) from your PC to the host machine (or vice-versa). For
example using the FileZilla program, you drag the relevant file from the left pane
i.e. in your PC directory to the right pane i.e. the /home/acems directory on the
EMS server host machine.
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I Verifying and Converting Certificates

This appendix describes how to verify that certificates are in PEM format and
describes how to convert them from DER to PEM if necessary.

> To verify and convert certificates:

1. Login to the EMS server as user root.
2. Transfer the generated certificate to the EMS server.

3. Execute the following command on the same directory that you transfer the
certificate to verify that the certificate file is in PEM format:

Openssl x509 —in certfilename.crt —text -noout

4. Do one of the following:

a. If the certificate is displayed in text format, then this implies that the file is in
PEM format, and therefore you can skip the steps below.

b. If you receive an error similar to the one displayed below, this implies that
you are trying to view a DER encoded certificate and therefore need to
convert it to the PEM format.

unable to load certificate

12626:error:0906D06C:PEM routines:PEM_read bio:no start
line:pem_lib.c:647:Expecting: TRUSTED CERTIFICATE

5. Convert the DER certificate to PEM format:

openssl x509 -inform der -in certfilename.crt -out
certfilename.crt
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