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Notice

Information contained in this document is believed to be accurate and reliable at the time
of printing. However, due to ongoing product improvements and revisions, AudioCodes
cannot guarantee accuracy of printed material after the Date Published nor can it accept
responsibility for errors or omissions. Updates to this document can be downloaded from
https://www.audiocodes.com/library/technical-documents.

This document is subject to change without notice.
Date Published: April-07-2021

WEEE EU Directive

Pursuant to the WEEE EU Directive, electronic and electrical waste must not be disposed of
with unsorted waste. Please contact your local recycling authority for disposal of this product.

Customer Support

Customer technical support and services are provided by AudioCodes or by an authorized
AudioCodes Service Partner. For more information on how to buy technical support for
AudioCodes products and for contact information, please visit our website at
https://www.audiocodes.com/services-support/maintenance-and-support.

Documentation Feedback

AudioCodes continually strives to produce high quality documentation. If you have any
comments (suggestions or errors) regarding this document, please fill out the Documentation
Feedback form on our website at https://online.audiocodes.com/documentation-feedback.

Stay in the Loop with AudioCodes
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1 Introduction

This guide shows how to install the AudioCodes Routing Manager (ARM) in an enterprise's
Virtual Machine (VM) environment.

Intended Audience

The guide is intended for IT managers in enterprises that already have VMware vSphere
Hypervisor (ESXi) or Microsoft Hyper-V deployed in their networks for IT purposes, or have a
public cloud account on Amazon Web Services or Microsoft Azure.

VMWare

For ARM deployments on VMWare, follow the instructions in this document but skip the
documentation relating to Hyper-V.

Hyper-V

For ARM deployments on Microsoft Hyper-V, follow the instructions in this manual but replace
references to ‘VMWare vSphere’ with ‘Microsoft Hyper-V’'. The installation files for the ARM
Configurator and Router VMs are in VHD rather than OVA format. Note that during VM
deployment in Hyper-V, you need to supply the VM settings. For more information about
Hyper-V, see the Microsoft Hyper-V Server 2016 Manual.

Amazon Web Services

For ARM deployments on Amazon Web Services (AWS) EC2 (Elastic Compute Cloud), follow the
instructions in this manual but replace references to ‘VMWare vSphere’ with ‘AWS console’.

Rather than the installation files for the ARM Configurator and Router, the templates for ARM
instances are published as AMI (Amazon Machine Images). Note that during AMI deployment,
you need to supply the instance settings. For more information about AWS EC2, see AWS EC2
documentation.

Microsoft Azure

ARM can be deployed from Microsoft Azure Marketplace. For more information about
deploying the ARM from Azure Marketplace, see Deploying the ARM from Microsoft's Azure
Marketplace on page 22. For more information about Microsoft Azure, see Microsoft Azure
documentation.

About the ARM

The ARM is a LINUX-based, software-only, telephony management product which expedites
and streamlines IP telephony routing for enterprises that have multiple globally distributed
branches. The ARM determines the quickest, least expensive, and best call quality routes in
packet networks.


https://docs.microsoft.com/en-us/windows-server/virtualization/hyper-v/hyper-v-server-2016
https://docs.aws.amazon.com/ec2/index.html
https://docs.aws.amazon.com/ec2/index.html
https://azure.microsoft.com/en-us/overview/what-is-iaas/
https://azure.microsoft.com/en-us/overview/what-is-iaas/
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Routing data, previously located on the SBC, Unified Communications (UC) application (e.g.,
Microsoft's Skype for Business), or Media Gateway, is now located on the ARM, which
functions with an ARM server. If an enterprise has an SBC in every branch, a single ARM,
deployed in the enterprise's HQ, can route all calls in the globally distributed corporate
network to PSTN, the local provider, enterprise headquarters, or to the IP network.

Routing rules, configured by the IT manager in the ARM's Routing Table, perform the routing.

If an enterprise has only one or two branches, its IT manager can easily independently
implement maintenance changes. In globally distributed enterprises, IT managers until now
had to laboriously implement changes multiple times, per branch. With the ARM, however, IT
managers implement changes only once, saving enterprises significant labor and time
resources and costs.

Architecture
The ARM currently contains two modules:
B Topology Manager (a.k.a. Configurator). This module determines
e network topology
e hardware and software installed
e bestroute to take in terms of cost, call quality, voice quality, and/or user priority
B Routing Manager.
e Operates together with the Topology Manager (Configurator)

e Commands the nodes (gateways and SBCs) in the network what route to take, which
it receives from the Topology Manager

The number of modules are managed by processes running on LINUX. The processes run
independently of one another.

Requirements

Network Bandwidth

The minimum bandwidth requirements per 100 CAPS of expected capacity are:
B Between ARM router and configurator: 300 Kilobytes per second or 2.5 mbps

B Between ARM router and the nodes: 5 Megabytes per second or 40 mbps

AWS

Installation of the ARM on AWS requires:

B An AWS account with sufficient permissions to deploy instances and define the necessary
IAM roles

B Access from your organization’s network to AWS domain (SSH, HTTPS)
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m4.xlarge instance type for Configurator and m4.large instance type for Router

Azure

Installation of the ARM on Azure requires:

An Azure account with sufficient permissions to deploy VMs
Access from your organization’s network to Azure domain (SSH, HTTPS)

D4s_v3instance for Configurator and D2s_v3 instances for Routers

Hyper-V

Installation of the ARM on Hyper-V requires the following:

B Microsoft Server 2016 and up

B At least two host machines for high availability (HA)

B 64-bit host machines

B Redundant host, on a redundant network connection, and power supply

B RAM: 8 GB per Router VM, and 16 GB per Configurator VM

B CPU: 2 cores (64 bit) per VM for Router VMs, and 4 cores per VM for Configurator VM

M Storage: 40 GB per Router VM and 80 GB per Configurator VM (for HA, see Requirements
for a vSphere HA Cluster on page 80

B Aminimum of three VMs, i.e., One Configurator and at least two Routers - see
Requirements for a vSphere HA Cluster on page 80

VMWare

Installation of the ARM on VMWare requires the following:

VMware vSphere Hypervisor (ESXi) version 6.5 and up

At least two host machines for high availability (HA)

64-bit host machines

Redundant host, on a redundant network connection, and power supply

RAM: 8 GB per Router VM, and 16 GB per Configurator VM

CPU: 2 cores (64 bit) per VM for Router VMs, and 4 cores per VM for Configurator VM

Storage: 40 GB per Router VM, and 80 GB per Configurator VM (for HA explained in
Requirements for a vSphere HA Cluster on page 80

A minimum of three VMs, i.e., One Configurator and at least two Routers - see
Requirements for a vSphere HA Cluster on page 80
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A ARM OVA images are provided with VMWare Tools 6.5. However, the ARM supports
later versions of VMWare Tools as well. If an ARM customer runs the VMWare
environment with later version, it's recommended they upgrade the ARM images at the
Guest level from vSphere Client menu: Guest > Install/Upgrade VMware Tools.

VMware Terms

VMware's software package 'vSphere' contains the following components:

B ESXiserver
B vCenterserver

Table 1-1: vSphere Software Package
Component Description

ESXi server This is the virtualization server. It's the most important component. It's

atype 1 hypervisor. All VMs or Guest OSs, including the ARM, are
installed on it.

vCenter server | Similarto vSphere client but with more power. It's a centralized
management application that lets you centrally manage VMs and ESXi
hosts. To install, manage and access the virtual servers located above
the ESXi server, you'll need vSphere client or vCenter.

The physical servers are 'Host 1'. A hypervisor is installed on each. Each mediates
between the hardware and the VMs the resources required: memory, CPU, storage,
and to give a VM to each.

& e An operator who manages more than 1 million users will have to deploy ARM
Routers with extended memory — 16 GB (instead of the standard 8 GB). A high
number of users requires more memory for using ARM Routers maps for real-time
user-based routing.

e The ARM Routers memory extension should be applied at a VM level prior to
applying a Feature Key with an extended number of users.

e Inthe case of adding a new ARM Router to the ARM with an extended number of
users (more than 1 million), the Router's VM should have 16 GB memory.
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2 Installing the ARM

The ARM can be installed on VMWare, Microsoft Hyper-V, Azure or AWS. Installing the ARM
adds another VM to the enterprise customer's environment. AudioCodes supplies enterprise
customers with an OVA template/image. The enterprise customer deploys the OVA in their
existing virtual environment.

& e Screenshots shown here are of the Configurator (Topology Manager) OVA
deployment.
e Screenshots of the Router OVA deployment are identical, only 'router' is indicated
instead of 'configurator'.

e The'Router' VM must be deployed at least twice, for HA purposes (see
Requirements for a vSphere HA Cluster on page 80 for detailed information).

Deploying a New VM

In a VM environment, vCenter server is used to load and deploy the following new VMs:

B ARM Configurator

B ARMRouter

AudioCodes supplies two OVA files for them:

B Configurator OVAfile. Only one is deployed.

M Router OVA file. Many can be deployed, for example, if there are 1000 nodes and the
network is congested with heavy traffic. Initially, two are deployed for HA in an Active-
Active configuration (not Active-Standby).

Deploying the ARM’s OVA File on VMWare

IT managers can deploy the ARM on a VMware server such as the ESXi. To do so, IT managers
must create a Virtual Machine from the OVA file distributed by AudioCodes.

> To deploy the OVA file:

1. From yourinternet browser, access the VMware ESXi server as shown below.
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Figure 2-1: VMWare ESXi - Log in

vmware ESXi

You were logged out due to inactivity

veervene |

Password

2. Enterthe User name and Password and click Log in.

Figure 2-2:  Create a new virtual machine

31 New virtual machine

v(ESTCTITINES  Select creation type

2 Select OVF and VMDK files

How would you like to create a Virtual Machine?
3 Select storage
4 License agreements

) e This option guides you through he process of creating a
5 Deployment options virtual machine from an OVF and VMDK files.

6 Additional settings Deploy a virtual machine from an OVF or OVA file
T Ready to complete

Register an existing virtual machine

Back Next Finish Cancel

4

3. Select Deploy a virtual machine from an OVF or OVA file and then click Next.
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Figure 2-3:

Define VM Name and Select OVA File

1 New virtual machine - ARM_C

+ 1 Select creation type
3 Select storage
4 License agreements
5 Deployment options
6 Additional settings

T Ready to complete

Select OVF and VMDK files
Select the OVF and VMDK files or OVA for the VM you would like to deploy

Enter a name for the virtual machine.

| ARM_Configurator

Virtual machine names can contain up to 80 characters and they must be unigue within each ESXi instance.

Click to select files or drag/drop

Finigh

Back Next Cancel

4. Enter aname for the virtual machine, e.g., ARM_Configurator, and then click Click to

select files or drag/drop to navigate to the ARM OVA file.

Figure 2-4:

Select storage

¥ New virtual machine - ARM_C.

+ 1 Select creation type
+ 2 Select OVF and VMDK files
5 secctstoage
4 License agreements
5 Deployment options
6 Additional settings
T Ready to complete

Select storage

Select the datastore in which o store the configuration and disk files.

The following datastores are accessible from the destination resource that you selected. Select the destination datastore for the
virtual machine configuration files and all of the virtual disks.

Name ~ | Capacity ~ Free ~  Type ~ | Thin pro... ~ | Access  ~

datastore1 163TB 12TB VMFSE Supported Single

1 items

Cancel

Back Finish

5.

Click Next.
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Figure 2-5: Deployment options

1 New virtual machine - ARM_Config

¥ 1 Select creation type Deployment options
+ 2 Select OVF and VMDK files Select deployment options
+ 3 Select storage

L 4 Deployment options
Network mappings

5 Ready to complete VM Network | VM Network v

6. Choose the necessary network and then click Next.

Disk provisioning ® Thin ) Thick

Power on automatically

Y

Figure 2-6: Ready to complete

31 New virtual machine - ARM_Configurator

¥ 1 Select creation type Ready to complete

¥ 2 Select OVF and VMDK files Review your setlings selection before finishing the wizard
+ 3 Select storage

" 4 Deployment options

Product ARM-Conf_8.6.19
L4 5 Ready to complete rodue o

VM Name ARM_Configurator

Disks ARM-Conf_8.6.19-disk1.vmdk
Datastore datastore1

Provisioning type Thin

Network mappings VM Networlk: VM Network
Guest OS Name Unknown

o
Do not refresh your browser while this WM is being deployed.
[oe

Click Finish.

N
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Figure 2-7:  OVA File Installation Progress

vmware ESXi 00@17217.1297 | Hep ~ | (CEEa
T Navigator £ || (51 BS-ARM-DEV-ESX - Virtual Machines
~ @ Host
T B Create / Register VM | o e = Powe C Refresh | (Qsearcn )
CEITE? (.| virtual machine & v Stats ~ | Usedspace | Guestos ~ Hostname ~ | HostCPU ~ | Host memory v
# Virtual Machines Al O & Arm Contigurator © Nomal Uninown CentOS 45 or later (64-bi) Unknown oMz oms
- ) routers8.20 O & Arm-cont © Nomal 204168 Gent0s 415 o latr (64:i) ARM-Configuratorlocaldomain oamk 136568
Monitor O & ARM-Routert © Nomal 11368 CentOS 45 or later (64-bi) 31 Mk 53808
» 5 con8820 O @ ARM-Router2 © Nomal 11308 CentOS 45 or later (64-bi) 32k 53808
» 51 router_igor
B Ezes Quick iters. 15 tems
More VMs...
8 storage m
@ Networking ]
[£] Recent tasks a
Task ~ Target ~ Iitator ~ Queved ~ Started | Result | Completed
Ul e ARM-Cont5. 10k v (1 561) 51 ARM_Consguraor - ow2vas 1657 aw2ez010 145714 (@ R e
iz [ ot cozaz0n0 104742 aw2ez010 104742 1©  mumng 5%

Deploying the ARM’s VHD File on Microsoft Hyper-V

The ARM’s VHD file must be deployed on Microsoft’s Hyper-V.

> Before deploying the ARM’s VHD file:

1. Obtain the VHD file for the ARM Configurator and ARM Router for the version you want to

install.

2. Copy the VHD files to the VHD storage location on your Hyper-V host; create a separate

copy of the VHD file for each VM.

> To deploy the ARM’s VHD file:
1. Start Hyper-V Manager.

2. Click New > Virtual Machine.
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Figure 2-8: New > Virtual Machine
Q| -
File Action View Help
9| #
23 Hyper-V Manager
5= QAHYPERVI Virtual Machines
& QAHVPERV2
ga"l‘e : 3’:“’ Sl=rs |l New Virtual Machine...
alex_
2 Certos? off [ Import Virt Hard Disk...
i cetos7_orig Off Hyper-V Se Floppy Disk...
i Eran1 Off E.; Virtual Switch Manager...
i OVOC Hyper low of ‘1 Virtual SAN Manager...
g ovocis OF
2 sbc-6.80A.258.00542) Saved ¢ Edit Disk..
a sbc-F7.204.156.028-Nuers Running 0% 40 E Inspect Disk...
g sbcF7.20n202.204 off ® Stop Senvice
5 shcF7.204 204 015nuera OFf
= 75 Remove Server
< m
) Refresh
Checkpoints View »
Help
ARM configurator
Created: 10/17/2018 2:40:24 PM Clustered: é Connect...
Version: 50 Settings...
Gel tion: 1
neration: O swn
Notes: MNone
% Checkpoint
3 Revert...
Summary |Memory| Networking | Replication | & Move..
<| (] [5]| %) Export.. v

Displays the Mew Virtual Machine Wizard.

3. Click Next.

Figure 2-9:

Before You Begin

Specify Name and Location

Specify Generation

Assign Memaory

Configure MNetworking

Connect Virtual Hard Disk
Installation Options

Surnmary

New Virtual Machine Wizard

This wizard helps you create a virtual machine. You can use virtual machines in place of physical
computers for a variety of uses. You can use this wizard to configure the wvirtual machine now, and
you can change the configuration later using Hyper-V Manager.

To create a virtual machine, do one of the following:

» Click Finish to create a virtual machine that is configured with default values.
» Click Next to create a virtual machine with & custom configuration.

[] Do not show this page again

< Previous | | Mext = | | Finish

|| cancel

-10 -
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4. Givethe VM a name and click Next.

5.

Figure 2-10: New Virtual Machine Wizard: Specify a Name

Specify Name and Location

Before You Begin

Specfy Mame and Location

Specify Generation

Assign Memory

Configure Networking

Connect Virtual Hard Disk
Installation Options

Summary

Choose a name and location for this virtual machine.

The name is displayed in Hyper-V Manager. We recommend that you use a name that helps you easily
identify this virtual machine, such as the name of the guest operating system or workload.

Name: HMew Virtual Machine

You can create a folder or use an existing folder to store the virtual machine. If you don't select a
folder, the virtual machine is stored in the default folder configured for this server,

[] store the virtual machine in a different location

Location: |C:\,DrograrnDam\pﬂicosoﬁ\wmdows'u-lyper-\ﬁ, | | Browse. ..

& If you plan to take chedkpoints of this virtual machine, select a location that has enough free
space. Checkpoints indude virtual machine data and may require a large amount of space.

Select generation 1 and click Next.

-11 -
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Figure 2-11: New Virtual Machine Wizard: Select ‘Generation 1’

Specify Generation

Before You Begin Choose the generation of this virtual machine.
Spedify Mame and Location ® Generation 1

Spedfy Generation This virtual machine generation provides the same virtual hardware to the virtual machine as in
ign Memory previous versions of Hyper-V,

Configure Networking ) Generation 2

This virtual machine generation provides support for features such as Secure Boot, SCSI boot, and
PXE boot using a standard network adapter. Guest operating systems must be running at least
Installation Options Windows Server 2012 or 64-bit versions of Windows 8.

Connect Virtual Hard Disk

Summary & Once a virtual machine has been created, you cannot change its generation.

6. Allocate 16000 MB for the ARM Configurator VM and 8000 MB for the ARM Router VM and
click Next.

Figure 2-12: New Virtual Machine Wizard (for ARM Configurator): Allocate 16000 MB

EH Mew Virtual Machine Wizard x

[ Assign Memory

Before You Begin Spedfy the amount of memory to allocate to this virtual machine. You can spedfy an amount from 32
MB through 12582912 MB. To improve performance, spedfy more than the minimum amount
recommended for the operating system.

Startup memory: ME
[[] use Dynamic Memory for this virtual machine.

o When you decide how much memory to assign to a virtual machine, consider how you intend to
use the virtual machine and the operating system that it will run.

< Previous Next> || Finish Cancel

-12 -
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Figure 2-13: New Virtual Machine Wizard (for ARM Router): Allocate 8000 MB

pily
ﬁ Assign Memory

Before You Begin Specify the amount of memaory to allocate to this virtual machine. You can specify an amount from 32
ME th h 45334 MB. To i form i than the mini t ded
ify Name and Location i mreoggeraﬁng system‘.: improve performance, specfy more than the minimum amount recommen

e Startup memaory: MB

[] use Dynamic Memory for this virtual machine.

Configure Networking
Connect Virtual Hard Disk
Installation Options

When you decide how much memory to assign to a virtual machine, consider how you intend to
use the virtual machine and the operating system that it will run.

Summary

7. Select a virtual switch and click Next.

-13 -
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Figure 2-14: New Virtual Machine Wizard: Selecting a Virtual Switch

‘B
i

&
2l
ﬁ Configure Networking

Before You Begin Each new virtual machine indudes a network adapter, You can configure the network adapter to use a

ify Name and Location virtual switch, or it can remain disconnected.

Specify Generation Connection: | Virtual Switch 1
Assign Memary
Configure Networking
Connect Virtual Hard Disk
Installation Options

Summary

8. Select the Use an existing virtual hard disk option, click Browse and select the VHD file,
and click Next.

14 -
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Figure 2-15: New Virtual Machine Wizard: Use an existing virtual hard disk | VHD

Connect Virtual Hard Disk

Before You Begin

Specify Name and Location
Specify Generation

Assign Memory

Configure Metwarking
Connect Virtual Hard Disk

Summary

A virtual machine requires storage so that you can install an operating system. You can specify the
storage now or configure it later by modifying the virtual machine’s properties.

() Create a virtual hard disk
Use this option to create a VHDX dynamically expanding virtual hard disk.

Mame: |New Virtual Machine. vhdx |

Location: |C:‘J.Jsers‘PubIic‘DommentsHyper—V\Wrmal Hard Disks\, || Browse. ..
Size: GB (Maximum: 64 TB)

(®) Use an existing virtual hard disk
Use this option to attach an existing virtual hard disk, either YHD or VHDX format.

\'Wirtual Hard Disks || Browse...

O Attach a virtual hard disk later
Use this option to skip this step now and attach an existing virtual hard disk later.

| < Previous | | MNext = | | Finish | | Cancel

9. Display the Summary describing the virtual machine and click Finish.

-15-
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Figure 2-16: Summary

Completing the New Virtual Machine Wizard

Before You Begin

Specify Mame and Location
Specify Generation

Assign Memory

Configure Networking
Connect Virtual Hard Disk

Summary

You have successfully completed the Mew Virtual Machine Wizard. You are about to create the

following wirtual machine.

Description:

MNew Virtual Machine
Generation 1

8000 MB

Virtual Switch 1

Mame:
Generation:
Memory:
Metwork:
Hard Disk:

C:'wsers'public\Documents\hyper-v\Virtual Hard Disks\sbc-F7. 204, 152,009, vhdx (VHDX

<]

To create the virtual machine and dose the wizard, dick Finish.

| < Previous | | Mext = | | Finish

| | concd |

You now need to change the number of CPU cores to 2 in the ARM Router and 4 in the
ARM Configurator, for each VM.

> To change the number of CPU cores for each VM:

1. In Hyper-V Manager, right-click the VM and from the pop-up menu select Settings.

Figure 2-17: Settings

F| Hyper-V Manager

File Action View Help

«s | a0 HE
Hyper-V Manager
EE [y Virtual Machines
Name N State CPUUsage  Assigned Memory  Uptime Status Configurati..
E Uburtu_18 Running 0% 2048 MB 00:22:11 80
Connect...
Start
Checkpoint
Move...
Export...
Rename...
Enable Replication...
Help
Checkpoints

The selected vitual machine has no checkpairts.
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2. Click Processor and configure ‘Number of virtual processors’ to 4 for the Configurator VM,
and to 2 for the Router VMs.

Figure 2-18: Processor

R -
File Action View Help
L AR =
[ Hyper-V Manager
B Hv2 Virtual Machines
Name State CPUUsage  AssignedMemory  Uptime Status Configurati.
B Ubrto_18 Furring 0% 2048 B 02256 80
B coft Off 20
[E7 Settings for conf1 on HVO2 - X
confl ~ D
% _Hardware A 8 oz
B* Add Hardware
rumber af processors on
HNumber of virtual processors: 48
Resource control
Vitual machine reserve (percentage): o
Percent of total system resources:
Vitual machine it (percentage): 100
E Percent of total system resources: 2
Checkpoints T
e Relative weight: 100]
88 sc51coveler = (o
= 1§ Network Adapter
uitilexo
i comt
@ com2
[ Dskette Drive.
% Management
28 Smart Paging File Location
D:Wyper-y o
confl
o0 e
Adapter Connect tatus
Network Adapter (Dynaric MAC: 00:15.5D-02.94:0C) mutiplexcr
3. Click OK.

Deploying the ARM’s AMIs on AWS
IT managers can deploy the ARM’s AMIs (Amazon Machine Images) on Amazon Web Services

(AWS).

> To deploy the ARM’s AMIs on AWS:
1. Inthe AWS console EC2, go to Instances and click Launch Instance.

Figure 2-19: Launch Instance

Services Resource Groups ~ *

EC2 Dashboard - Launch Instance Actions ¥
1

Events
Tags Q Filter by tags and attributes or search by keyword
Reports
Name = Instance |D « Instance Type -
Limits
aws-cloud9-c...  i-0546356a%bac9fh2b  t2.micro
=| INSTANCES
Analytics win...  i-05e128f9cd3bd3bdb  md.xlarge
Instances
aws-cloud9-c...  i-060c9457c4932aa09 12 .micro

Launch Templates

Spot Requests Select an instance above

Reserved Instances
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2. Gotothe Community AMlIs tab and in the ‘Search’ field, enter Audiocodes ARM.

Figure 2-20: Community AMis

Q, Audiocodes ARM|

Quick Start
My AMIs
AWS Marketplace

Community AMIs

1. Choose AMI 2. Choose Instance Type

3. Configure Instance

Step 1: Choose an Amazon Machine Image (AMI)
An AMI is a template that contains the software configuration (operating system, application servg
AWS Marketplace; or you can select one of your own AMIS.

amzn2-ami-hvm-2.0.20181114-x86_64
Amazon Linux 2 AMI 2.0. 20181114 x86_64 HY

Root device type: ebs Virtualization type: hvm

amzn-ami-hvm-2018.03.0.20181129-x§

Amarzon i AMI 201803 0 2049181129 «B6

4. Add Storage 5. Add Tags

3. Select the ARM configurator and then the ARM router of the correct version.

4. Select Instance Type: For Router, select m4.large and for configurator, select m4.xlarge.

Figure 2-21:

Instance Type

Services ~ Resource Groups *

Step 2: Choose an Instance Type
@ General purpose

(] General purpose
General purpose
General purpose
General purpose
General purpose

General purpose

General purpose

1 Choose AMI 2. Choose Instance Type 3. Configure Instance

mb5.24xlarge

mb5.metal

m4 large

m4.xlarge

m4 2xlarge

m4.4xlarge

m4.10xlarge

m4.16xlarge

4 Add Storage 5 Add Tags

96

96

16

40

64

6 Configure Security Group T Review

16

32

64

160

236

5. Select the correct IAM role, network and subnet to suit your network environment and
AWS account environment (for more information, see the AWS documentation), and then

click Next three times.
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Figure 2-22: Configure Instance Details

1. Choose AMI 2. Choose Instance Type 3. Configure Instance 4. Add Storage 5. Add Tags 6. Configure Security Group 7. Review
Step 3: Configure Instance Details .
pricing, assign an access management role to the instance, and more.
Number of instances (i) 1 Launch into Auto Scaling Group (i)
Purchasing option (i) ) Request Spot instances
Network (i) vpc-b12d03d8 | cim (default) v| C Create new vPC
Subnet (j) Mo preference (default subnet in any Availability Zom » Create new subnet
Auto-assign Public IP (j) Use subnet setting v
Placement group (j) "] Add instance to placement group
GCapacity Reservation (i) Open v| C Create new Capacity Reservation
1AM role (i) None v| G Create new 1AM role
Cancel Previous Review and Launch Next: Add Storage

6. Create or select the security group to suit your network environment (for more
information, see the AWS documentation).

Figure 2-23: Security Group

3. Configure Instance

1. Choose AMI 2. Choose Instance Type 4. Add Storage 5. Add Tags 6. Configure Security Group 7. Review

Step 6: Configure Security Group

A security group is a set of firewall rules that control the traffic for your instance. On this page, you can add rules to allow specific traffic to reach your instance. For example, if you want to set up a web server and allow -
Internet traffic to reach your instance, add rules that allow unrestricted access to the HTTP and HTTPS ports. You can create a new security group or select from an existing one below. Learn more about Amazon EC2

security groups.
Assign a security group: Create a new security group

®Select an existing security group

Security Group ID Name Description

sg-c7e58eac

sg-b1d41bdb

1-Click SQL Server 2016 Web Edition on Windows 2016-SQL Server 2014 WE Win2016V1-0-7-AutogenByAWSMP-This security group was generated by AWS Marketplace and is based on recomi,
aws-cloud9-cim-05230021d2814f31 3. roup-10HWLATUI2UT1

64c0-| ity Security group for AWS Cloud9 environment aws-cloud9-cim-0523b021d2814f3-

ARM | Installation Manual

5g-d9af81b2 aws-cloudS-cim-11fAba733e504919a00fb7516e4937d2-Instance SecurityGroup-3S963K0US1ES

50-3b2a0753 aws-cloud9-cim-1dc4fd0407c341d8ad38c94b193247d9-InstanceSecurity Group-1UWV4APOLKBI6G
sg-c39bazas aws-cloud9-Nati-CLM-91605ac92ad642e4b81578786c1a76ea-InstanceSecurityGroup-FYMJEQAS28GK

4

Inbound rules for sg-b7d57cdf (Selected security groups: sg-b7d57cdf)

Type (i Protocol (i Port Range (i
Al traffic Al Al
All traffic Al Al
All traffic Al Al
Al traffic Al Al

Security group for AWS Cloud9 environment aws-cloudg-cim-1114ba733e50491¢
Security group for AWS Cloud9 environment aws-cloudg-cim-1dc4fd0407c341de
Security group for AWS Cloud9 environment aws-cloud9-Nati-CLM-9f605ac92ac

»

L_B- =0

Source (i) Description (i)

37.142.12 66/32

195.189.193.1/32
52.15.247 160127
52.15.193.295/32

Cancel | Previous Review and Launch

7. Click Review and launch.

All VMs should be in the same virtual private cloud (VPC) and in the same subnet. All

VMs should be in a security group that allows all
e outgoing traffic
e incoming traffic from inside the VPC

e incoming SSH, HTTP, HTTPS from any of the enterprise’s subnets

A Online upgrade of the ARM on AWS is performed in the same way as on VMWare.
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> To set up High Availability:
Configure auto-recovery in case hardware failure occurs:
1. Inthe AWS console, go to EC2 and then Instances.
2. Select your ARM VM Instance.
3. Go to the Status Checks tab.
4. Click Create Status Check.

Figure 2-24: Create Status Check

EC2 Dashboard o Launch Instance  + Actions v
4

Events
Tags Q Filter by tags and attributes or search by keyword
Reports —

Name ~ Instance ID ~ Instance Type ~ Availability Zone ~ Instance State ~ Status Checks - Alarm Stat
Limits

aws-cloudd-c.. i-0546356a9bac9h2b  t2.micro us-east-2b @ stopped None

|| INSTANCES

Analytics win i-05e128f9cd3b43bdb  md.xlarge us-east-2b @ stopped None
Instances

aws-cloud9-c.. i-060c9457c45932aa09  t2.micro us-east-2b @ stopped None
Launch Templates

Analytics Linux  i-07e7c8525dab4cd80  md.4xlarge us-east-2b @ stopped None
Spot Requests

@ aws-cloudd- i-099cfab73e5239364 2. micro us-east-2c QD stopped None

Reserved Instances

bt -0a3162:50da111Tie  Rmicr us-sasit-2a - 3222 checks None
Dedicated Hosts
Capacity Instance: | i-099cfa673e5239364 (aws-cloud9-Nati-CLM-9f605ac92ad642e4b81578786c1a76ea) Private IP: 172.31.35.54
Reservations

b MacEs Description Status Checks Monitoring Tags

AMIs

Status checks detect problems that may impair this instance from running your applications. Learn more about status checks

Bundle Tasks
Create Status Check Alarm

ELASTIC BLOCK

STORE . .

System Status Checks (i) Instance Status Checks (i)
Volumes - .
Snapshots These checks monitor the AWS systems required to use this instance and ensure they are

i These checks monitor your software and netw
functioning properly

Lifecycle Manager

5. Select the Take the action option and then select Recover this instance.

Figure 2-25: Take the action > Recover this instance

Create Alarm X

‘You can use CloudWatch alarms to be notified automatically whenever metric data reaches a level you define.

To edit an alarm, first choose whom to notify and then define when the notification should be sent

¥ send a notification to:  No SNS topics found... v | create topic Status Check Failed (System) Count
¥l Take the action: ® Recover this instance (i) 1 Mi-0a3163e59dat117ie

2 Stop this instance (1) 075
O Terminate this instance (i 05
2 Reboot this instance (i) 025
0

12720 12720 12120

Whenever: Status Check Failed (System) 10:00 12:00 14:00

Is: Failing

For at least: consecutive period(s) of| 1 Minute v

Name of alarm: ‘awsec2-i-033163659c|a111 7fe-High—Status-0neck-|

Cancel Create Alarm

6. Click Create Alarm.
Configure auto-reboot in case VM failure occurs:

7. Inthe AWS console, go to EC2 and then Instances.

-20-



CHAPTER 2

Installing the ARM ARM | Installation Manual

8.

Select your ARM VM Instance.

9. Go to the Status Checks tab.

10. Click Create Status Check.

Figure 2-26: Create Status Check

EC2 Dashboard
Events

Tags

Reports

Limits

INSTANCES
Instances
Launch Templates
Spot Requests
Reserved Instances
Dedicated Hosts

Capacity
Reservations

IMAGES
AMIs

Bundle Tasks

ELASTIC BLOCK
STORE

Volumes
Snapshots

Lifecycle Manager

= Launch Instance | v Actions v
4

Q Filter by tags and attributes or search by keyword

Name ~ Instance ID +~ Instance Type ~ Availability Zone ~ Instance State ~ Status Checks ~ Alarm Stat
aws-cloudd-c.. i-0546356a9bac9h2b  t2.micro us-east-2b @ stopped None
Analytics win i-05e128f9cd3b43bdb  md.xlarge us-east-2b @ stopped None
aws-cloudd-c.. i-060c9457c4932aa09  t2.micro us-east-2b @ stopped None
Analytics Linux  i-07e7c8525da64cd80  md 4xlarge us-east-2b @ stopped None
B aws-cloudd-.. i-099cfab73e5239364 t2.micro us-gast-2¢ @ stopped None
CR— PN_aara_rna_a447c [ JE . R, T F W S, T T PR Ao
ubuintii -0a3162e53da 11174 2.micio us-zast-2a & unning S 22¢

Instance: | i-099¢fa673e5239364 (aws-cloud9-Nati-CLM-9f605ac92ad642e4b81578786¢1a76ea) Private IP: 172.31.35.54

Description Status Checks IMonitoring Tags
Status checks detect problems that may impair this instance from running your applications. Learn more about status checks.

Create Status Check Alarm

System Status Checks (i) Instance Status Checks (i)

These checks monitor the AWS systems required to use this instance and ensure they are

) These checks moniter your software and netws
functioning properly

11. Select the Take the action option and then select Reboot this instance.

12. From the ‘Whenever’ dropdown, select Status Check Failed (Instance).

Figure 2-27: Create Status Check

Create Alarm

You can use Cloud\Watch alarms to be notified automatically whenever metric data reaches a level you define.

To edit an alarm, first choo:

¥/ send a notification to: | No SNS topics found.. v | create topic Status Check Failed (Any) Count
¥ Take the action: O Recover this instance (1) 125 B 023163e50da111Tfe

O stop this instance (7) !
s 075
© Terminate this instance (1) 05
® Reboet this instance (i) 025
AWS will use the existing Service Linked Role to perform this EC2 action. 0

Leamn more w w w

10:00 12:00 14:00

AWS ServiceRoleForCloudWatchEvents (show |AM policy document)

For at least:

Nam

se whom to nolify and then define when the nofification should be sent

Whenever: | Status Check Failed (Any) v

Is: Failing

consecutive period(s) of | 1 Minute v

e of alarm: awsec2—i—033163659da111?fe-Slatus-Check-FaHe|

Cancel Create Alarm

13. Click Create Alarm.

A The preceding procedure must be performed for all ARM VM instances.
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Deploying the ARM from Microsoft's Azure Marketplace

Network administrators can deploy the ARM from Microsoft's Azure Marketplace. Before
deployment, make sure your network meets the requirements detailed in Azure on page 3.

> To deploy the ARM from Microsoft's Azure Marketplace:

1. Inyourbrowser, navigate to Microsoft Azure Marketplace and then search for
'AudioCodes Routing Manager'.

Figure 2-28: Microsoft Azure Marketplace - AudioCodes Routing Manager

Microsoft Azure

Create a resource
Home

IR Dashboard
All services

*  FAVORITES

&#| Resource groups
& App Services

% Function App

R SOL databases
& Azure Cosmos DB
8 virtual machines
B Storage accounts

Virtual networks

& Azure Active Directory

& Monitor

@ Advisor

@ Security Center
?) Cost Management + Bill...
2 Help + support

&) Marketplace

P Search resources, services, and docs

Home > Marketplace > AudioCodes Routing Manager

AudioCodes Routing Manager

AudioCodes

AudioCodes Routing Manager: & iz
AudioCodes

QC

audiocodes

Through ARM's highly intuitive graphical user interface, system administrators can design and modify their voice network topologies and call routing policies from a single
location, resulting in significant time and cost savings. Time-consuming tasks such as adding a new PSTN or SIP trunk interconnection, adding a new branch office or
modifying individual users’ calling privileges can be carried out simply and rapidly.

| eevn o o e § | mume | et o]
e ® a
] . a o
° 2 -
/ o .
o .0. ’04 .O *
Lo °
[~ o
0 e
2 o o 0% o )
[ o © Ny -
’ s ® ° =
. )
-@ e

2. Click the Create button. An installation wizard is displayed.
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Figure 2-29: Create ARM (1) Basics
Home > Marketplace > AudioCodes Routing Manager > Create AudioCodes Routing Manager > Basics
Create AudioCodes Routing ... X Basics O X
* Configurator Virtual Machine name @
1 Basics > | :
i i arm-configurator |
Configure basic settings
* User Name @
| arm v’|
2 >
Configure virtual machine setting * Authentication type @
[ SSH public key .:]
3 > * Password @
Configure firs ter settings | ............ v’|
* Confirm password
4 > | ............ v’|
) . Subscription
| SBC Lzb v |
5 > .
audioCodes Routing Manage esource group @
| (New) arm-europe e |
Create new
6 > * Location
| (Europe) West Europe ~ |
3. Configure Step 1, basic settings. Define the name of the Configurator VM arm-configurator
as shown in the preceding figure. Use the i (information) icon for clarification. This VM is
one of two routers that must be defined: ARM Configurator and ARM Router.
4. Definethe name of the Configurator VM user, arm, as shown in the preceding figure. Use
thei (information) icon for clarification.
5. For ‘Authentication type’, select the SSH public key option. Use the i (information) icon

for clarification.
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6. Inthe 'Password'and 'Confirm Password' fields, enter the generated RSA SSH key
password. Use the i (information) icon for clarification.

7. From the 'Subscription' drop-down, select SBC Lab.

8. From the 'Resource Group' drop-down, select the group relevant to you or click Create
new and define a new one. Use the i (information) icon for clarification.

9. From the 'Location' drop-down, select the location relevant to you.
10. Click OK.

Figure 2-30: Create ARM (2) Configure virtual machine settings

Home > Marketplace > AudioCodes Routing Manager » Create AudioCodes Routing Manager > Configurator Settings

Create AudioCodes Routing ... X Configurator Settings O X
* Configurator Virtual machine size @
Baci
1 e v 1x Standard D4 v3
Done .
4 vcpus, 16 GiB memory
Change size
2 Configurator Settings >
Configure virtual machine settings * Configurator Public IP Address @ S
(new) arm-configurator-ip
3 > * Configurator Public DNS Prefix @

TIQUre NIrst router setngs arm-configurator-e2456e0d85 ~f|

westeurope.cloudapp.azure.com

4 ) > * Virtual network @

S e {new) VirtualNetwork ’
& Subnets @ >
5 . > i Review subnet configuration

11. In Step 2in the wizard, click Change size and select D2s_v3 for Router VMs and D4s_v3 for
Configurator VMs. Use the i (information) icon for clarification.
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12. Configure the Configurator Public IP Address, Configurator Public DNS Prefix, Virtual
Network and Subnet according to your organization’s network and click OK. Use the i
(information) icon for clarification.

& e By default, the ARM uses private IPs but network administrators can opt to change
to public IPs. See Moving from Private IPs to Public IPs for more information.

e All VMs should be in the same virtual network and in the same subnet. All VMs
should be in a security group that allows all

v outgoing traffic
v incoming traffic from inside the VPC
v/ incoming SSH, HTTP, HTTPS from any of the enterprise’s subnets

Figure 2-31: Create ARM (3) First Router Settings

Home » Marketplace » AudioCodes Routing Manager » Create AudioCodes Routing Manager > First Router Settings

Create AudioCodes Routing ... X First Router Settings O X
- * First Router Virtual Machine name @
1 masics v | I'DLItEI"||
Done

* Routers Virtual machine size @

1x Standard D2 v3

2 Configurator Settings v 2 vcpus, 8 GIB memory

Dane )
Change size

3 First Router Settings S * First Router Public IP Address @ S
Configure first router settings (new) router1-ip

* First Router Public DNS Prefix @
4 ) router1-5f65abaab7 V.
Configure second router settings westeurope.cloudapp.azure.com

-25-



CHAPTER 2 Installing the ARM ARM | Installation Manual

13. Define the settings of the first router. Use the i (information) icon for clarifications. Click
OK.

Figure 2-32: Create ARM (4) Second Router Settings

Home > Marketplace > AudioCodes Routing Manager > Create AudioCodes Routing Manager > Second Router Settings

Create AudioCodes Routing ... X Second Router Settings o X

* Second Router Virtual Maching name @

Basi
1 asies v | routerzl |
Dane
* Second Router Public IP Address @ >
2 Configurator Settings v (new) router2-ip
Dane
* Second Router Public DNS Prefix @
| router2-fa6142eaza v |
3 First Router Settings v westeurope.cloudapp.azure.com
Daone
4 Second Router Settings >

Configure second router settings

14. Define the settings of the second router. Use the i (information) icon for clarifications. Click
OK.
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Figure 2-33: Create ARM (5) Summary

Home » Marketplace > AudioCodes Routing Manager > Create AudioCodes Routing Manager > Summary

Create AudioCodes Routing ... X

1 Basics v
Done

2 Configurator Settings v
Daone

3 First Router Settings v
Dane

4 Second Router Settings v
Daone

5 Summary >

AudioCodes Routing Manager

gum mary

o validation passed

Basics
Subscription
Resource group
Location

Configurator Virtual Machine...
User Name
Password

Configurator Settings
Configurator Virtual machine...
Configurator Public IP Address
Configurator Public DNS Prefix
Virtual network

Subnet

Subnet address prefix

First Router Settings

First Router Virtual Machine ...
Routers Virtual machine size
First Router Public IP Address
First Router Public DNS Prefix

Second Router Settings

Second Router Virtual Machi...
Second Router Public IP Add...
Second Router Public DNS P...

SBC Lab
arm-europe
(Europe) West Europe

arm-configurator

arm
R RAARA

Standard D4 v3
arm-configurator-ip
arm-configurator-e2456e0d85
VirtualNetwork

Subnet-1

10.13.0.0/24

router1

Standard D2 v3
routeri-ip
router1-5fa5ab96b7

router2
router2-ip
router2-fab142ea2a

“ Download template and parameters

15. Make sure all settings are correct and then click OK.

ARM HA (High Availability) is enabled on Azure by default. No additional settings need

to be configured.
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Figure 2-34: Create ARM (6) Buy

Home > Marketplace > AudioCodes Routing Manager > Create AudioCodes Routing Manager > Create

Create AudioCodes Routing ... X  Create o X

AudioCodes Routing Manager
1 Basics v by AudioCodes

Done Terms of use | privacy policy
Deploying this template will result in various actions being performed, which may include
the deployment of one of more Azure resources or Marketplace offerings and/or
2 Configurator Settings v transmission of the information you provided as part of the deployment process to one or
Daone more parties, as specified in the template. You are responsible for reviewing the text of the
template to determine which actions will be performed and which resources or offerings
will be deployed, and for locating and reviewing the pricing and legal terms associated
3 First Router Settings v with those resources or offerings.
D . N .
one The legal terms associated with any Marketplace offering may be found in the Azure
portal. For pricing information and to determine which offerings may be purchased using
monetary commitment funds or subscription credits, please contact your reseller. If any
4 Second Router Settings v Microsoft products are included in a Marketplace offering (e.g. Windows Server or 5QL
Dane Server), such products are licensed by Microsoft and not by any third party.
Template deployment is intended for advanced users only. If you are uncertain which
actions will be performed by this template, which resources or offerings will be deployed,
5 Summary v or what prices or legal terms pertain to those resources or offerings, do not deploy this
AudioCodes Routing Manager template.
Terms of use
6 " >

By clicking "Create”, | (a) agree to the legal terms and privacy statement(s) provided above
as well as the legal terms and privacy statement(s) associated with each Marketplace
offering that will be deployed using this template, if any; and (b) agree that Microsoft may
share my contact information and transaction details with any third-party sellers of the
offering(s). Microsoft assumes no responsibility for any actions performed by third-party
templates and does not provide rights for third-party products or services. See the Azure
Marketplace Terms for additional terms.

| give Microsoft permission to use and share my contact information so that

. Microsoft or the Provider can contact me regarding this product and related
ame:

product:

16. Select the terms permission option and then click Create.

& Online upgrade of the ARM on Azure is performed in the same way as on VMWare.

Logging

Network administrators can perform logging for debugging and data mining purposes.
& Applies only when the ARM is deployed from Microsoft's Azure Marketplace.

B Logging can be performed using Microsoft Azure's 'Serial Console'.
e You can use root + password.

M Logging can be performed using SSH.
e Root login is blocked remotely.
® Use user+password which is configured when creating the VMs.

® You can then switch to root user with the command "sudo -i"..
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Deploying the ARM through the PowerShell CLI

Enterprise network administrators and ITSP operators can deploy a standalone ARM through

the Azure PowerShell CLI. This deployment method provides maximum flexibility and is there-
fore most suited for advanced Azure users who want to exercise full control over their deploy-
ment.

Here's the procedure you need to follow to deploy the ARM through the PowerShell CLI:

1. Installthe Azure PowerShell CLI (see Installing the Azure PowerShell CLI below)

2. Deploy the ARM environment:
e ARM Configurator (see Deploying the ARM Environment - ARM Configurator below)
e ARM Routers (see Deploying the ARM Environment - ARM Routers on page 32)

3. Delete the ARM if necessary (see Deleting the ARM Deployed through the PowerShell CLI

on page 35)

Installing the Azure PowerShell CLI

Before you can use the Azure PowerShell CLI to deploy the ARM, you need to install it.

> To install the Azure PowerShell CLI:
1. Run PowerShell with Administrator privileges.

2. Usethe following commands to install the Azure PowerShell CLI:

Install-Module PowerShellGet -Force
Install-Module -Name AzureRM -AllowClobber

Deploying the ARM Environment - ARM Configurator

After installing the Azure PowerShell CLI as shown in Installing the Azure PowerShell CLI above,
you can deploy the ARM environment, namely, the ARM Configurator and the ARM Routers.
Here's how to deploy the ARM Configurator.

> To deploy the ARM Configurator:
1. Run PowerShell with Administrator privileges.

2. Setthe correct execution policy:
Set-ExecutionPolicy remoteSigned
3. Signinto your Azure account:

Login-AzureRmAccount
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4. Select the appropriate subscription if multiple subscriptions exist:
Select-AzureRmSubscription -SubscriptionName "<Name>"
5. Getthe parameters of the preconfigured virtual network and subnet:

$VNetResourceGroupName = "ArmCliResourceGroup"
$VNetName = "ArmCliVNetName"

$SubnetName = "ArmCliSubnetName"

$MyNSG = "arm-nsg"

$VNet = Get-AzureRMVirtualNetwork -Name $VNetName
-ResourceGroupName $VNetResourceGroupName
$Subnet = Get-AzureRMVirtualNetworkSubnetConfig
-Name $SubnetName -VirtualNetwork $VNet

6. Create a new Resource Group:

$ArmName = "armsolution"

$Location = "WestEurope"

$ResourceGroupName = $ArmName + "-rg"
$ArmResourceGroup = New-AzureRmResourceGroup
-Name $ResourceGroupName -Location $Location

7. Create a new Configurator Virtual Machine configuration:

$VMConfiguratorName = $ArmName + "-configurator"
$VMConfiguratorSize = "Standard_D4s_v3"
$ConfiguratorVM = New-AzureRMVMC onfig
-VMName $VMConfiguratorName

-VMSize $VMConfiguratorSize

8. Create anew publicIP address:

$randomDnsPrefix = -join ((97..122) | Get-Random -Count 10 | % {[char]$_})
$dnsPrefix = $ArmName + "-" + $randomDnsPrefix + "-configurator"
$ConfiguratorPubliclPName = $YMConfiguratorName + "-PubliclP"
$ConfiguratorPubliclP = New-AzureRmPubliclpAddress -Name
$ConfiguratorPubliclPName -ResourceGroupName
$ResourceGroupName -DomainNameLabel $dnsPrefix

-Location $Location -AllocationMethod Static -Sku Standard

9. Create the first Network Interface:
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$InterfaceName = $VMConfiguratorName + "-ni"

$Interface = New-AzureRmNetworkInterface -Name $InterfaceName
-ResourceGroupName $ResourceGroupName -Location $Location
-Subnetld $Subnet.id -PubliclPAddressld

$ConfiguratorPublicIP.id

Add-AzureRmVMNetworkinterface -VM $ConfiguratorVM

-Id $Interface.ld -Primary

10. Set an existing Network Security Group (NSG):

$nic = Get-AzureRmNetworklnterface -ResourceGroupName
$ResourceGroupName -Name $InterfaceName
$nsg=Get-AzureRmNetworkSecurityGroup -ResourceGroupName
$VNetResourceGroupName -Name $MyNSG
$nic.NetworkSecurityGroup = $nsg

$nic | Set-AzureRmNetworkInterface

11. Configure the source image:

Set-AzureRmVMSourcelmage -VM $ConfiguratorVM
-PublisherName audiocodes -Offer audiocodesarmforazure
-Skus audiocodes_arm_for_azure_sku_configurator
-Version latest

Set-AzureRmVMPlan -VM $ConfiguratorVM

-Name audiocodes_arm_for_azure_sku_configurator
-Publisher audiocodes -Product audiocodesarmforazure

12. Configure the managed disk:

$DiskSize = "80"

$DiskName = $VMConfiguratorName + "-Disk"
Set-AzureRmVMOSDisk -VM $ConfiguratorVM -Name $DiskName
-DiskSizeInGB $DiskSize -CreateOption fromimage -Linux

13. Configure the Admin User credentials:

$AdminUsername = "arm"

$AdminPassword = "Admin#123456"

$Credential = New-Object PSCredential $AdminUsername,
($AdminPassword | ConvertTo-SecureString -AsPlainText -Force)
Set-AzureRmVMOperatingSystem -VM $ConfiguratorVM -Linux
-ComputerName $VMConfiguratorName -Credential $Credential

14. Create the new Virtual Machine:
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New-AzureRMVM -ResourceGroupName $ResourceGroupName
-Location $Location -VM $ConfiguratorVM

15. Find the public IP address of the new Configurator instance:

Get-AzureRmPubliclpAddress -Name $ConfiguratorPubliclPName
-ResourceGroupName $ResourceGroupName

16. Use this IP address to connect to the Configurator management interface through the

Web interface or SSH.

Deploying the ARM Environment - ARM Routers

After installing the Azure PowerShell CLI as shown in Installing the Azure PowerShell CLI on
page 29, you can deploy the ARM environment, namely, the ARM Configurator as shown in
Deploying the ARM Environment - ARM Configurator on page 29 and the ARM Routers. Here's
how to deploy the ARM Routers.

> To deploy the ARM Routers:

1.

Run PowerShell with Administrator privileges. Skip to step 7 if you just created the ARM
Configurator (using the same PowerShell window).

Set the correct execution policy:
Set-ExecutionPolicy remoteSigned
Sign in to your Azure account:
Login-AzureRmAccount
Select the appropriate subscription if multiple subscriptions exist:
Select-AzureRmSubscription -SubscriptionName "<Name>"
Get the parameters of the preconfigured virtual network and subnet:

$VNetResourceGroupName = "ArmCliResourceGroup"
$VNetName = "ArmCliVNetName"

$SubnetName = "ArmCliSubnetName"

$MyNSG = "arm-nsg"

$VNet = Get-AzureRMVirtualNetwork -Name $VNetName
-ResourceGroupName $VNetResourceGroupName
$Subnet = Get-AzureRMVirtualNetworkSubnetConfig
-Name $SubnetName -VirtualNetwork $VNet
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6. Getthe Resource Group:

$ArmName = "armsolution"

$Location = "WestEurope"

$ResourceGroupName = $ArmName + "-rg"
$ArmResourceGroup = Get-AzureRmResourceGroup
-Name $ResourceGroupName -Location $Location

7. Create a new Availability Set:

$RouterAvailabilitySetName = $ResourceGroupName + "-as"
For the first Router:

$AvailabilitySetObj=New-AzureRmAuvailabilitySet -ResourceGroupName
$ResourceGroupName -Name $RouterAvailabilitySetName -Location
$Location

-Sku Aligned -PlatformFaultDomainCount 2 -PlatformUpdateDomainCount 5

For all the remaining Routers:

$AvailabilitySetObj=Get-AzureRmAuvailabilitySet
-ResourceGroupName $ResourceGroupName
-Name $RouterAvailabilitySetName

8. Create the new Router Virtual Machine configuration:

$VMRouterNumber="1" //or2...

$VMRouterName = $ArmName + "-router-" + $VMRouterNumber
$VMRouterSize = "Standard_D2s_v3"

$RouterVM = New-AzureRMVMConfig

-VMName $VMRouterName

-VMSize $VMRouterSize

9. Createthe new public IP address:

$randomDnsPrefix = -join ((97..122) | Get-Random -Count 10 | % {[char]$_})
$dnsPrefix = $ArmName + "-" + $randomDnsPrefix + "-router-" +
$VMRouterNumber

$RouterPubliclPName = $VMRouterName + "-PubliclP"

$RouterPubliclP = New-AzureRmPubliclpAddress -Name
$RouterPubliclPName -ResourceGroupName

$ResourceGroupName -DomainNameLabel $dnsPrefix

-Location $Location -AllocationMethod Static -Sku Standard
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10. Create the first network interface:

$InterfaceName = $VMRouterName + "-ni"

$Interface = New-AzureRmNetworkInterface -Name $InterfaceName
-ResourceGroupName $ResourceGroupName -Location $Location
-Subnetld $Subnet.id -PubliclPAddressld

$RouterPubliclP.id

Add-AzureRmVMNetworklnterface -VM $RouterVM

-Id $Interface.ld -Primary

11. Set an existing NSG:

$nic = Get-AzureRmNetworklnterface -ResourceGroupName
$ResourceGroupName -Name $InterfaceName
$nsg=Get-AzureRmNetworkSecurityGroup -ResourceGroupName
$VNetResourceGroupName -Name $MyNSG
$nic.NetworkSecurityGroup = $nsg

$nic | Set-AzureRmNetworkinterface

12. Configure the source image:

Set-AzureRmVMSourcelmage -VM $RouterVM
-PublisherName audiocodes -Offer audiocodesarmforazure
-Skus audiocodes_arm_for_azure_sku_router

-Version latest

Set-AzureRmVMPlan -VM $RouterVM

-Name audiocodes_arm_for_azure_sku_router

-Publisher audiocodes -Product audiocodesarmforazure

13. Configure the managed disk:

$DiskSize = "40"

$DiskName = $VMRouterName + "-Disk"
Set-AzureRmVMOSDisk -VM $RouterVM -Name $DiskName
-DiskSizeInGB $DiskSize -CreateOption fromlmage -Linux

14. Configure the Admin User credentials:

$AdminUsername = "arm"

$AdminPassword = "Admin#123456"

$Credential = New-Object PSCredential $AdminUsername,
($AdminPassword | ConvertTo-SecureString -AsPlainText -Force)
Set-AzureRmVMOperatingSystem -VM $RouterVM -Linux
-ComputerName $VMRouterName -Credential $Credential
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15. Create the new Virtual Machine:

New-AzureRMVM -ResourceGroupName $ResourceGroupName
-Location $Location -VM $RouterVM

16. Find the public IP address of the new Mediant VE instance:

Get-AzureRmPubliclpAddress -Name $RouterPubliclPName
-ResourceGroupName $ResourceGroupName

17. Use this IP address to connect to the Router management interface through the Web
interface or SSH.

Deleting the ARM Deployed through the PowerShell CLI

After deploying the ARM through the PowerShell CLI, you can opt to delete it if necessary.

> To delete the ARM deployed through the PowerShell CLI, simply delete the cor-
responding Resource Group:

Remove-AzureRmResourceGroup -Name $ResourceGroupName
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3

Performing Initial Configuration

IT managers can perform initial configuration via an SSH connection to the Configurator
and to the Router VM.

Initial configuration involves configuration of a static IP address and hostname for the VM.

Configure a Static IP Address and Hostname for the VM

VM

The newly deployed VM (Topology Manager VM or Routing Manager VM) is by default
configured with DHCP client enabled, so if your network includes a DHCP server, the VM will be

configured with a dynamic IP address when powering up.

View the VM'’s IP address in the VSphere client's Summary screen.

Figure 3-1: VSphere Client's Summary Screen
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> To configure a static IP address and hostname for the VM:
1. Access the VM via either
a. SSH, the dynamic IP address of the VM, described above.
b. VMware virtual console

2. Loginto the VM: define armAdmin for username and Arm!defaultl for password.

3. Run the following commands:

su -
Password:password
nmtui

4. You're prompted for a Text User Interface.

5. Select Edit a connection.
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6.

7.

Figure 3-2: NetworkManager TUI - Edit a connection

Quit

NetworkManager TUI

Please select an option

dit a connection

Activate a connection
Set system hostname

Select ethO and Edit.

Figure 3-3: ethO

Ethernet

£ 50 S 00 0 (HEE CORT CURY SRR S S 00 00 RE CORE SORT SO R REH I

<Add>

<Delete=

Change to static IP address: use the Tab key to navigate between fields and the space key
to select. Enter a new static IP address, Netmask, Default Gateway, and DNS Servers. Use
the following figure as a configuration reference.
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Figure 3-4: Edit Connection

] Edit Connection |

Profile name
Device
= ETHERNET <Show=
= IPv4 CONFIGURATION <Hide=
Addresses <Removes
Gateway
DNS servers <Remove=
0 0 <Remove>
<Add.. .=
Search domains <Add...>
Routing (No custom routes) <Edit...>
[ ] Never use this network for default route
[ ] Ignore automatically obtained routes
[ ] Ignore automatically obtained DNS parameters
[ ] Require IPv4 addressing for this connectien
= IPv6 CONFIGURATION <Automatic= <Show=
[x] Automatically connect
[x] Available to all users
<Cancel> Hi&

Select OK and then in the next screen, select Back.
8. Select Set system hostname.

Table 3-1: Set system hostname

—| NetworkManager TUI |—
Please select an option

Edit a connection
Activate a connection

Set system hostname

Quit

=0k

9. Enter a new hostname, for example, ARM-Routerl.yourdomain.com
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Figure 3-5: Set Hostname

NetworkManager TUI

Please select an option
| Set Hostname |

LA GENENARM-Routerl. yourdomain. com

<Cancel> 3

10. Select OK and then in the next screen, select OK to exit the Text User Interface.

The next step disconnects your SSH connection to this VM. You'll need to reconnect
later to the new static IP address.

11. Forthe changes to take effect, reboot the VM:
reboot

12. Wait for the machine to come up after the reboot, and then reopen the SSH
session/console.

13. Verify the new hostname; enter these commands:

# hostname
# dnsdomainname

Licensing

The ARM must be licensed with a valid license for the product to become fully operational.
License policy is based on a detailed breakdown for the ARM license model, including the
following aspects of ARM functionality and capacity:

B Expiration Date

Number of Sessions

Number of Users

Number of Routing Rules

Tune Based Routing (can be either enabled or disabled)

Quality Based Routing (can be either enabled or disabled)

Test Route (can be either enabled or disabled)
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Network Planner (can be either enabled or disabled)
Policy Studio (can be either enabled or disabled)
Number portability

Number of standard security queries (per month)
Analytics View

Number of users route registrations

Information about the license applied to your ARM can be viewed in the ARM GUI's ‘License

Details’ page (Settings > License) (see the User's Manual for more information).

> To activate a license:

1. Runthe ARM GUI. Log in using the default username Operator and password Operator
and then open the License page (Settings menu > Administration > License tab) shown in
the following figure.

Figure 3-6: License
License

LICENSE
Machine ld: BCEC394819FF £
License Key: * ZHLj4b]nyYInTkWgVeuDCrowMLSKD2TgNd
LICENSE DETAILS
Expiration Date: Unlimited
Mumber of sessions 20000
Mumber of users 20000000
Time based routing enabled
Quality based routing enabled
Test route enabled
Metwork planner enabled
Policy studio enabled
Mumiper of routing rules 20000000
'Web services enabled
Mumber of standard security gueries {per month}) 20000000

2. Select and copy the 'Machine ID' shown in the preceding figure.

3. Activate the product through the AudioCodes License Activation tool at

https://www.audiocodes.com/swactivation. You'll need your Product Key and the Server
Machine ID for the activation process. An email will subsequently be sent to you with your

Product License.

- 40 -


https://www.audiocodes.com/swactivation

CHAPTER 3 Performing Initial Configuration

4. Copy and paste the Product License string that AudioCodes sends you into the 'License
Key' field, shown in the preceding figure, and then click Submit; the number of sessions
purchased and the license expiry date are displayed.

Make sure the license details (the number of sessions purchased and the license's expiry
date) are those that you purchased.

A The ARM supports a license key for security-based routing. The License Details in the
preceding figure display the 'Number of standard security queries (per month)'
purchased by the customer. This number does not indicate the dynamic information of
the remaining number of queries available on the security server but rather the number
of queries per month that were ordered.

The ARM additionally features enforcement based on this value. If 'Number of standard
security queries' =0, the customer will not be able to define an external Web service for
pre-routing call security score consultation with SecureLogix’s Orchestra One CAS (Call
Authentication Service).

& A customer upgrading to ARM 9.0 from a previous ARM load can use the ARM with an
existing license key; it's unnecessary to regenerate a new license though if the
customer wants to use security-based routing, the license for security queries should
be purchased from AudioCodes and a new ARM license (with enabled security queries)
will be provided.

Changing an Existing Configurator's IP Address

& When changing the IP address of an existing configurator that has existing routers
configured, the existing routers will not move to the new configurator's IP address. You
need to remove the existing routers and then add them again, as shown in Defining
Routing Servers below.

ARM | Installation Manual

Defining Routing Servers

You need to define Routing Servers in the ARM GUI. Before doing so, it's recommended to see

Getting Acquainted with the ARM GUI in the ARM User’s Manual.

> To define a Routing Server:

1. Inthe ARM GUI, open the Routing Servers page (Settings > Routing Servers > Servers).

Figure 3-7:  Routing Servers

Paris_2, Beer_Sneva_8, Haifa_5, Italy-9, Texas 7

SERVERS Routing servers
(s | et | oot | Lockmiock
STATUS ADMINISTRATIVE STATE NAME ADDRESS PORT NODE PROTOCOL NODES
] ol router2 721712932 443
(] o routerl 17217.129.31 443 https Israel-HQ_3, Beer_Sheva_8, Italy-9, China_4, Paris_2, Haifa_5, New_York_1, New_lersey 6, Texas 7
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2. Click Add.
Figure 3-8: Add Server
ADD SERVER x
MName *
Address =
Part 443
Protocol https
e 5 ¥
e
3. Configure the Routing Server VM to connect to the device.

Ea

> To define a Routing Server Group:

Point the Routing Server to the VM's IP address or Host name.

1. Inthe ARM GUI, open the Routing Servers page (Settings > Routing Servers) and then click

Groups.
Figure 3-9: Routing Server Groups

TEHEE Routing server groups

GROUPS
group of node New_York_1 B v
group of node New_ersey_6 W -
router1 ] v

2. Click Add.
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Figure 3-10: New server group

Mew server group ]
Name: * Mew server group
Routing policy between groups: Sticky primary -
Routing policy inside group: Round-robin -
Groups: *

3. Click to select Routing Servers to add to the group.
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4 Network Guidelines: ARM in the Public Cloud

Introduction

The ARM comprises two components:

M Configurator—a single Virtual Machine (VM)

B Router—anumberload shared VMs

The ARM requires the following network connectivity:

B HTTPS between the configurator and all the routers

Java Message Service (JMS) between the configurator and the routers
NTP between the configurator and the routers

Incoming HTTPS on an external IP address on the configurator for access to the GUI

Incoming SSH on an external IP address on all ARM VMs for access to the command line for
collecting logs, upgrade and backup and restore, etc.

HTTPS between the configurator and the nodes
HTTPS between the routers and the nodes
LDAP between the configurator and the organization’s Active Directory

NTP between the configurator and an NTP server

Outgoing SNMP traps to network management server

Public or Private IPs

There are two main ways to configure your network:

B Using private IPs: There is a VPN between all of your local networks, and the cloud
network, or all of the network elements (ARM VMs, SBCs, etc.) are in the cloud, in the
same VPC.

M Using publicIPs or FQDN to connect over the internet: There are network elements that
are on-premises, and there is no VPN connection between them and the VPC.

Private IP

Each VM gets a private IP from the cloud provider. Use the ARM router’s private IP when
configuring the ARM routers in the ARM routers table. Use the SBC’s private IP when adding an
SBC in the ARM network view. Follow the instructions in Security Group Configuration on
page 47.
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Public IP / DNS (Host Name)

Obtain a permanent (elastic) external IP address for each VM. Use the ARM router’s public IP or
DNS when configuring the ARM routers in the ARM routers table. Use the SBC’s public IP or
DNS when adding an SBC in the ARM network view.

> To configure the ARM Configurator:

1.

2.

3.

In the ARM GUI, open the Security page (Settings > Administration > Security).

Figure 4-1:  Security

Licenge

Curity

Operatars

Nade Credentials

Router Credentials

Configurator Credenials

LDAP Authentication

RADIUE Authenticagan

Rermete Manager

Ceruficates

Analytics

Securnty

SECURITY

Sesgion timest [heurs):
Inscerity period [minues)
hopihetps ensbled:

* These changes will take effect after logous

ARM CONFIGLIRATION

ARM IP Addresg:
ARM Hostnarne:

Communication method:

CERTIRCATE VERIRCATION

Werify certficate when ARM performs s requests:

Werdfy certificste subject name when ARM performs hitps requests:

120

10.7.6.102 -
cond_public_dns.corpaudiscodes.com

Hostname Based -

Paste the public DNS or the public IP of the ARM Configurator in the ‘ARM Hostname’ field
under the ARM Configuration page section.

Set the ‘Communication method’ to Hostname Based.

> To configure the ARM Router:

1.

In the ARM GUI, open the 'Routing servers' page (Settings > Routing Servers > Servers)

and configure routers with a Public DNS (not the public IP).
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Figure 4-2: Routing servers page

EDIT SEEVEE b4
Marne * kobi
Address * router_public_dns.corp.audiocodes.com
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Advanced Configuration

Credentials

B T

> To configure a node:

1. When adding a node, select Hostname in the Add Node screen in the ARM GUI.

Figure 4-3: Hostname in the Add Node screen

ADD NODE x
Mame 5bc—1| |
Address ‘ sbc-1-de2aSaddbow () IP Address @ Hostname
Protocol ‘ HTTP v

Cor | corce

2. Inthedevice's Web interface, configure the Network Settings page using the figure below

as a reference.
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Figure 4-4: Web Interface Network Settings
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Security Group Configuration

Use the following figure as reference.
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Table 4-1: Security Group Configuration

DA

|
|
[«—HTTPS/NTP/IMS/SSHY|

E

i S a2

LDAP Server / Active Directory

The ARM can connect to an LDAP server to synchronize with the organization’s users database
or to authenticate the ARM GUI user. If either of these features are required, then an LDAP
connection between the ARM configurator and the LDAP server is required. The LDAP server
can be on-premises in the customer’s network, mirrored to the cloud, or entirely in the cloud.

LDAP Server in the Cloud or Mirrored to the Cloud

The ARM configurator and the LDAP server must be in the same security group and the
security group must have a rule allowing incoming and outgoing LDAP traffic (port 389) or
LDAPs (port 636) inside the security group, or the two security groups must allow for LDAP
traffic between them.

LDAP On-Premises

A VPN connection must be established between the ARM configurator in the cloud and the
LDAP server in the customer’s network.
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ARM GUI

To access the ARM GUI from a web browser, the browser must have HTTPS access (port 443) to
the ARM configurator’s external IP address.

The ARM configurator’s security group must have a rule allowing incoming HTTPS port 443
from the external IP address of the computer on which the browser is running.

SSH Client

SSH access may sometimes be needed to access the VM’s Linux shell to collect logs, execute
backup and restore and upgrade the ARM software, etc.

The security group of all ARM VMs must have a rule allowing incoming SSH port 22 from the
external IP address of the computer on which the SSH client is running.

Configurator to Router

Between the configurator and router there must be two-way HTTPS traffic, JMS/NTP access
from router to configurator, and SSH access from configurator to router.

Add the following rules to the configurator’s security group:

M allow all outgoing traffic to the router’s security group, or the router’s public IP address if
using public IPs

M allowincoming HTTPS port 443 from the router’s security group, or the router’s public IP
address if using public IPs

B allowincoming TCP port 8080 for JMS from the router’s security group, or the router’s
public IP address if using public IPs

B allowincoming UDP port 123 for NTP from the router’s security group, or the router’s
public IP address if using public IPs

Add the following rules to the router’s security group:

M allow all outgoing traffic to the configurator’s security group, or the configurator’s FQDN if
using public IPs

B allowincoming HTTPS port 443 from the configurator’s security group, or the
configurator’s FQDN if using public IPs

B allowincoming SSH port 22 from the configurator’s security group, or the configurator’s
FQDN if using public IPs

Nodes (SBC or Media Gateways)

ARM configurator and routers must have two-way HTTPS traffic with the nodes.
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On-Premises Nodes using Public IPs

On-premises SBCs are normally located in the organization’s DMZ. They must have HTTPS port
443 open towards the subnets of the relevant cloud service. Additionally, the configurator and
routers must allow HTTPS traffic to the external IP addresses of the nodes.

Add a rule to the security groups of the ARM configurator and routers to allow all outgoing
traffic to the external IP addresses of the nodes.

Add a rule to the security groups of the configurator and routers to allow incoming HTTPS port

443 from the external IP address of the nodes.

Cloud SBCs in same VPC, or VPN between SBCs and ARM

Add the following rules to the security groups of the ARM configurator and router, and to the
security group of the SBCs:

M allow all outgoing traffic to the other two security groups

B Allowincoming HTTPS port 443 from the other two security groups

NTP Server

The ARM configurator must have access to an NTP server.

Add a rule to the configurator’s security group, allowing outgoing traffic to UDP port 123 to the
external IP address of the NTP server.

SNMP Traps

The ARM can optionally send SNMP traps to an external network management server. To allow
this feature, a rule must be added to the configurator’s security group allowing outgoing UDP
port 161 to the external IP address of the network management server.

Accessing Security Group Configuration

On Microsoft Azure

Go to Virtual machines, click the VM and then Networking.
Forinbound rule, select the Inbound port rules and click Add inbound port.
For outbound rule, select the Outbound port rules and click Add outbound port.

Configure source, source port ranges, destination, destination port ranges, protocol, action
and name, and click Add.
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Microsoft Azure
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In the AWS console EC2, go to Instances, click the instance and then under the

EC2 Dashboard
Events

Tags

Reports

Limits

Instances

Launch Templates
Spot Requests
Reserved Instances
Dedicated Hosts

Capacity
Reservations

AMls
Bundle Tasks

Volumes
snapshots

Lifecycle Manager

Filter by tags and

Name

Actions v

ord

Instance Type - Availability Zone

Analytics win i-05e1289cd3b43bdb  md xlarge us-east-2b
cloud9-c i-060c9457c49322a09 12 micro us-east-2b

Analytics Linux  -07e7c8525daB4cd80  m4 4xlarge us-east-2b
aws-cloudd-... i-099cfa673e5239364  2.micro us-gast-2¢

@ ubuntu i-023163¢59dal117fe  £2.micro us-gast-2a

Instance: | i-0a3163e59da1117fe (ubuntu)

Description Status Checks

Instance ID

Instance state
Instance type
Elastic IPs
Availability zone

Security groups

Elastic IP: 52.15.193.255

Monitoring | | Tags

i-0a3163e59da1117fe
running
2 micro

52.15.193.255%
us-gast-2a

launch. inbound rules.

outbound rul

Instance State Status Checks

@ stopped
@ stopped
@ stopped
@ stopped

@ running & 2i2 checks ..

Public DNS {IPvd)

1Pv4 Public IP
1PV IPs

Private DNS

Private IPs
Secondary private IPs

Scheduled events  No schedul vents VPCID  vpc-b12d03d8
- AMIID  ubuntufimages/hvm-ssdiubuntu-xenial-18.04- Subnet ID
Security Groups amd64-server-20170721 (ami-10
Plaiform Network interfac aihg

1t06

Alarm Status Public DNS (IPv4)

®
Y%

None A Y

None Y

© 0K Y% ec25215193-255.us-.

ec2-52-15-193-255 us-east-
2.compute.amazonaws.com
5215193

ip-172-31-13-244 us-east-2.compute.internal
172.31.13.244

2,

Outbound tab and then click Edit.
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Table 4-4: AWS - Inbound | Outbound Rule - Edit

Services ~

Resource Groups ~ *

ramn @ ai

EC2 Dashboard

= Create Security Group Actions v
Events ‘4

Tags Q Group ID : sg-7df97715 Add filter
Reports

Limits

@ Name ~  Group ID
[ ] sg-7df97715
=) INSTANCES
Instances
Launch Tempiates
Spot Requests
Reserved Instances
Dedicaled Hosts Security Group: sg-Tdfo7715
Capacity

Reservations

Description Inbound Outbound

=) IMAGES
AMis Edit
Bundle Tasks

BLOCK ype (U

nm

8SH TCP
Volumes

Snapshots

Lifecycle Manager

'ORK &

Protocol

4+ Group Name ~ VPCID

launch-wizard-1 vpc-b12d03d8

Tags

Port Range (i)

22

~  Description

launch-wizard-1 created 2017-10-09T14:27-05.936+03:00

Source (i) Description (i)

37.142.12 66/32

3. Click Add Rule.

Table 4-5:

AWS — Add Rule

Edit inbound rules

Type (i) Protocol (i) Port Range
SSH v TCP 22
Add Rule

Source (i)

Custom v | |37.142.12.66/32

NOTE: Any edits made on existing rules will result in the edited rule being deleted and a new rule created with the new details. This will cause traffic that depends
on that rule to be drepped for a very brief period of time until the new rule can be created.

Description (i)

e.g. S8H for Admin Desktop [%]

Cancel @

4. Configure ‘Type’, ‘Protocol’, ‘Port Range’, ‘Source’ and then click Save.
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5 Performing an Online Software Upgrade

& ARM 9.4+ indicates ARM version 9.4 or later.

Operators can install a new software version on an existing ARM installation. The online
upgrade replaces the software version on all ARM components. All existing configuration is
preserved. Only one Router goes down at a time. Routers can operate temporarily without the
Configurator so there's no downtime and the impact on the ARM is minimal. After the initial
operator enters inputs (answers a few questions and enters their password), the upgrade
continues and completes without operator interaction. Software upgrade to ARM 9.2
incorporates upgrade to the new OS. ARM 9.2 does not support the old version of CentOS
(CentOS 6). The upgrade to ARM version 9.2 can be done only from ARM Version 8.8 or 9.0. To
upgrade from earlier ARM versions (8.4 or 8.6), the operator must upgrade first to ARM 8.8 and
then upgrade to 9.4+ (see the APPENDIX).

Upgrading from ARM 9.2+ to ARM 9.4+

The following steps are for upgrades from ARM version 9.2 or later to ARM version 9.4 or later.
The upgrade automatically performs all of the following on the Configurator:

Unpacks the software archive file and validates readiness for upgrade
Stops the Configurator

Converts the database to the new version schema

Installs the new software on the Configurator

Updates the operating system of the Configurator if necessary
Validates the successful upgrade of the Configurator

Copies the relevant files to the Routers

Installs and verifies new software on the Routers, one by one

Updates the operating system of the Routers if necessary

Preparing for the Upgrade to ARM 9.4+

You need to prepare for the upgrade.
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> To prepare for the upgrade:

1. Make sure your network is stable.

2. Make sure the ARM is available.

3. Makesure all routers are in service (green).

4. Obtain the root user password for the Configurator Virtual Machine.

5. Obtain the upgrade tar.gz archive file for the version you want to upgrade to.

6. Obtain the cent9Xupdate-repo.tar.gz archive file for the version you want to upgrade to.
The file contains Linux security updates. Note that this upgrade will take longer due to the

Linux update.

7. Copy both files to the '/tmp' directory on the ARM Configurator using SFTP (SSH File

Transfer Protocol).

8. Choose atime with low call traffic.

Performing the Upgrade to ARM 9.4+

You're now ready to perform the upgrade.

> To perform an upgrade:

1. Perform a Virtual Machine snapshot of the Configurator and all of the Routers:

e Ifyou’re on VMWare: In the vSphere client, right-click the Virtual Machine and select

Snapshot > Take Snapshop.

Figure 5-1:

Take Snapshop

(B172.17.133:50 - viphere Gient, - .
File Eclt View Inwerfory Administrefions Phag-ins Help
B B @y rome b g vesoy b B imeeniory
mnrE DGR R a
B [: ATELT LR
= .
AREM-F
E e H Gt ¥ i
5ol Enapehot ¥ [T TekeSnapshet., |
g ::1 & Open Comale L Revert bo Cument Snzgshat
o135 Edit Settings.. [ Enapibes Manager.
s o1z = N Coraalidate
b el A Pereniision... Cisl-p B
i} she-l3 Repart Perdormance..
1§ sbe-Lz Ching I5 an solabed computing
& sheFl Rename %4 wrludl Machings as deskiap o
g IR R D in New Window...  CirdelteH lt"gutfnlﬁ.mg Erviranments, ar ta
B g Rerreoyve from Invendary I :
& ‘windg Detete feom Disk nosts. The samss host can ron &
Sl o lumie oo e s i;,_i -
Easic Tasks
@ Shut down the virtual machine
Il Suspend the virteal machine
[ Edit wirtual machine settings
e Ifyou’re on Hyper-V: In Hyper-V Manager, right-click the Virtual Machine and select

Checkpoint.
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Figure 5-2: Hyper-V Manager: Select ‘Checkpoint’ from VM'’s Right-Click Menu

i Hyper-V Manager ESLIE )
File MAction  View Help
= i B
33 HyperV hlanager AR
i HYPERV Virtual Machines .
5 g’?mmw QAHYPERV1 =
i oA i Hare State CFU Usage A & 3
L v
§ Emani i ]
- Ui Mt
5 OVOC HpeV ko o o Imipest Vietusl Machine
i OVOCIE o " Hyper-V Seftingn...
i sbo-E BOAISE DO Sared FT wirtual Switch Mamager_.
§ shedT 04 155 DF8Hern et i
= W | hd
3 sboF7204 202 204 o= . Vetusl SAN Manager
B sbo 708 204 015 rern oe gl Edu sk
a vEMS o L Tnapect Disk
K ".-333:! Stpees) (=) Stop Service -
i rv— .
Cennect... 7% Remgve Sencer
< o
Lettings... (% FRefresh
Checkpoints Tum OHf. Wikw L)
Shat Down. E Hedp
ARM configurator Save
I ARM configurator =
Createt 1071 Fause e Connect
S P 50 Beset L Settirugs.
Generalios 1 O m) Tum O
Nobes: s Ryt @ Shist Dioem
Blewe_ @ Spre
I : | Export.. o P
Summary | Memory | Metworking ‘aue
& ey Berarme_.
¥ — Ik Rast
Enable Rephcation...
Feriame the selected wirtual machine
Cancel Mevge in Progress

® Loginto the Configurator using SSH.
e Switch userto root by "su —"
e Entertheroot password.

e Execute the following command:

cd /tmp
upgrade_arm < upgrade tar.gz filename>

e Answery to the following question:

Figure 5-3: Answer 'y' to the Question

starting Upgrade
validating configuration
Exporting certificate

Preparing Routers
About to perform upgrade from 9.2.16 to 9.4.14. Are you sure ? (y - upgrade, other key - quit)

e Wait for the notification ARM has been successfully upgraded...
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Figure 5-4: ARM has been successfully upgraded...

a]ldatlng conflguratlon
Exporting certificate
Preparing Routers
About to perform upgrade from 9.2.16 to 9.4.14. Are you sure ? (y - upgrade, other key
Y
Starting Configurator Upgrade
Running the backup script
Stopping tomcat service
Synchronizing files
Upgrading database
Upgrading java from 11.8.7 to 11
Importing certificates

alling 0S patches - 1t might take a while.
tartlng Services

Stopping tomcat service
Synchronizing all files
Upgradlng J from 11.0. R
Installi S patches - it mlght take a while.
Fvices
g ully upgraded Router from 16 to 9.4.14
Walting for Router status (up to 300 sec)
Router rl 1s avail:
Waiting for nod
All nodes were
Router rz (10.7
t Router Upgrade
Stopping tomcat service
Synchronizing all files
Upgrading j from 11.8.7 to 11.6.9.1
1 patche» - 1t mlght taLe a while.

1. upgraded Router from 9.2.16 to 9.4.14
Router status (up to 300 sec)

Router r2 1s avs

Waiting for nodes : (up te 308 sec)

All nodes were con to r2

ALl routern are a al1a$1e and h;vs upgraded

e Execute the following command:

exec bash

& If you're upgrading from ARM 9.4+, an option is available to prepare the Routers by
copying all files from the Configurator to the Routers. This action can be performed
before the upgrade to reduce the duration of the upgrade.

> To copy all upgrade files to the Routers, execute the following command:

upgrade_arm < upgrade tar.gz filename> --sync

J.4.14.tar.gz --sync
..py upgrade_9.4.14.tar.gz

ting ARM Upgrade
nc option 1s on - copy &

validating configuration
Preparing Routers
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Troubleshooting the Upgrade to ARM 9.4+

> To troubleshoot:

1. Ifthe upgrade fails during a Router upgrade, press Y to retry the upgrade of this Router
and continue the upgrade. If the problem persists, leave the upgrade at its current state
and contact AudioCodes support. Alternately, revert the upgrade as described in steps 3-
4.

2. Ifupgrade fails and there is no option to retry, or the failure is consistent, or you decided
to revert to the previous version, follow steps 3-4.

3. Logintothe ARM Configurator Virtual Machine via SSH and type the following commands:

su -
Password:password
logCollect

4. Copy the created tar.gz file to your computer and then revert to the pre-upgrade
snapshot in the VMware vSphere client.

5. Ifthe upgrade was interrupted by a network disconnect or by a failure of the SSH client
machine, you can attempt to continue the upgrade by running the same command again;
the upgrade will attempt to continue from where it left off. If this is unsuccessful, revert to
the previous version as described in the previous paragraph.

Upgrading to ARM 9.4+ with the New CentOS

The following steps apply to upgrades from ARM 8.8 or 9.0 to ARM 9.4+. ARM 9.2 is provided
with the latest CentOS Operating System (CentOS 8).

Software upgrade to ARM 9.4+ incorporates upgrade to the new OS. ARM 9.4+ does not sup-
port the old version of CentOS (CentOS 6). Upgrading to ARM 9.4+ can be done only from ARM
8.8 0r 9.0. To upgrade from earlier ARM versions (8.4 or 8.6), the operator must upgrade first
to ARM 8.8 and then to 9.4+. The customer’s first upgrade to ARM 9.4+ (including CentOS 6 >
CentOS 8 upgrade) is more complex than previous software upgrades (which didn’t upgrade
the major OS version). However, future ARM software upgrades from ARM 9.4+ with CentOS 8
will be simple again. It should nevertheless be noted that upgrading to ARM 9.4+ (with CentOS
8) preserves the customer’s configuration and is performed without impacting service.
Upgrade of CentOS within the same Virtual Machine is impossible so for each ARM server (Con-
figurator and Routers) the operator should prepare and install a new ARM version Virtual
Machine (with CentOS 8). The IP addresses of the previous servers will be preserved. In this
way, the new VM (server) is turned on during the upgrade only after the old Configurator or
Routers are shut down. This means that for each ARM server during the upgrade there will tem-
porarily be two VMs (one old and one new, loaded with ARM 9.4+). This requires an additional
temporary IP address, additional temporary resources for VM (cores, memory, disk) and a new
Feature Key (for migrating the Configurator with all its features).
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The next table describes the upgrade process as it should be performed step by step.
The table is relevant to VMware / HyperV / Public IPs of AWS and Azure. It does not
include Private IPs of AWS and Azure.

Table 5-1: Upgrade process

Centos 6 Centos 8
Steps Action Configura Router 1 Router 2 New New New
tor Configura Router 1 Router 2
tor
Starting Active Active Active Doesn't Doesn't Doesn't
exist exist exist
Preparing Prepare Active IP- Active IP- Active IP- Available Doesn't Doesn't
for the Centos 8 1 2 3 IP-4 With exist exist
upgrade Configurat New
or Feature
Key Ul
works
Centos 8 Active IP- Active IP- Active IP- ssh/ping Doesn't Doesn't
Configurat 1 2 3 Available exist exist
or - stop IP-4 Ul
Tomcat not
Service available
Prepare Active IP- Active IP- Active IP- ssh/ping ssh/ping Doesn't
Centos 8 1 2 3 Available Available exist
Router 1 IP-4 Ul IP-5
not
available
Centos 8 Active IP- Active IP- Active IP- ssh/ping ssh/ping Doesn't
Router 1 - 1 2 3 Available Available exist
stop IP-4 Ul IP-5
Tomcat not Tomcat is
Service available Down
Prepare Active IP- Active IP- Active IP- ssh/ping ssh/ping ssh/ping
Centos 8 1 2 3 Available Available Available
Router 2 IP-4 Ul IP-5 IP-6
not Tomcat is
available Down
Centos 8 Active IP- Active IP- Active IP- ssh/ping ssh/ping ssh/ping
Router 2 - 1 2 3 Available Available Available
stop IP-4 Ul IP-5 IP-6
Tomcat not Tomcat is Tomcat is
Service available Down Down
Backup Operator Active IP- Active IP- Active IP- ssh/ping ssh/ping ssh/ping
1 2 3
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Centos 6 Centos 8
Centos 6 copy to Available Available Available
configurat Configurat P-4 Ul IP-5 IP-6
ion oron not Tomcat is Tomcat is
Centos 6 available Down Down
script and
got 2 files
of Centos
6
configurati
on
Performin Copy 3 Active IP- Active IP- Active IP- ssh/ping ssh/ping ssh/ping
g Upgrade files to 1 2 3 Available Available Available
- "New IP-4 Ul IP-5 IP-6
Configurat Configurat not Tomcat is Tomcat is
or of or" available Down Down
Centos 8
Power off Not Active IP- Active IP- ssh/ping ssh/ping ssh/ping
Configurat available 2 Not 3 Not Available Available Available
or of IP-1 Connecte Connecte P-4 Ul IP-5 IP-6
Centos 6 dto dto not Tomcat is Tomcat is
Configura Configura available Down Down
tor of tor of
CentOS 6 CentOS 6
Change Not Active IP- Active IP- ssh/ping ssh/ping ssh/ping
"New available 2 Not 3 Not available Available Available
Configurat IP-1 Connecte Connecte IP-1 Ul IP-5 IP-6
or" IP dto dto not Tomcat is Tomcat is
using Configura Configura available Down Down
Configurat tor of tor of
or Centos CentOS 6 CentOS 6
61P
Performin Not Active IP- Active IP- ssh/ping ssh/ping ssh/ping
g Restore available 2 Not 3 Not available Available Available
DB and IP-1 Connecte Connecte IP-1 Ul IP-5 IP-6
Upgrade dto dto available Tomcat is Tomcat is
DB Configura Configura Down Down
tor of tor of
CentOS 6 CentOS 6
and notto | and not to
Centos 8 Centos 8
Performin Power off Not Not Active IP- ssh/ping ssh/ping ssh/ping
g Upgrade Router 1 available available 3 Not available Available Available
- Router 1 of Centos IP-1 IP-2 Connecte IP-1 Ul IP-5 IP-6
of Centos 6 dto available Tomcat is Tomcat is
8 Configura Down Down
tor of
CentOS 6
and not to
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Performin
g Upgrade
- Router 2
of Centos

8

Change
Router 1
of Centos
8 IP using
Router 1
of Centos
6IP

Starting
tomcat on
Router 1
of Centos
8

Power off
Router 2
of Centos
6

Change
Router 2
of Centos
8 IP using
Router 2
of Centos
6IP

Starting
tomcat on
Router 2
of Centos
8

Not
available
IP-1

Not
available
IP-1

Not
available
IP-1

Not
available
IP-1

Not
available
IP-1

Centos 6

Not
available
IP-2

Not
available
IP-2

Not
available
IP-2

Not
available
IP-2

Not
available
IP-2

-60 -

Centos 8

Active IP-
3 Not
Connecte
dto
Configura
tor of
CentOS 6
and not to
Centos 8

Active IP-
3 Not
Connecte
dto
Configura
tor of
CentOS 6
and not to
Centos 8

Not
available
IP-3

Not
available
IP-3

Not
available
IP-3

ssh/ping
available
IP-1 Ul

available

ssh/ping
available
IP-1 Ul

available

ssh/ping
available
IP-1 Ul

available

ssh/ping
available
IP-1 Ul

available

ssh/ping
available
IP-1 Ul

available

Centos 8

ssh/ping
available
IP-2
Tomcat is
Down

ssh/ping
available
IP-2
Tomcat is
up
Connecte
dto
Configura
tor of
Centos 8

ssh/ping
available
IP-2
Tomcat is
up
Connecte
dto
Configura
tor of
Centos 8

ssh/ping
available
IP-2
Tomcat is
up
Connecte
dto
Configura
tor of
Centos 8

ssh/ping
available
IP-2
Tomcat is
up
Connecte
dto

ssh/ping
Available
IP-6
Tomcat is
Down

ssh/ping
Available
IP-6
Tomcat is
Down

ssh/ping
Available
IP-6
Tomcat is
Down

ssh/ping
available
IP-3
Tomcat is
Down

ssh/ping
available
IP-3
Tomcat is
up
Connecte
dto
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Centos 6 Centos 8

Configura Configura
tor of tor of
Centos 8 Centos 8

Preparing for this Upgrade

You need to prepare for the upgrade.

> To prepare for the upgrade:

1.

2.

10.

Make sure your network is stable.

Make sure the ARM is available.

Make sure all routers are in service (green).

To upgrade from version 8.8:

® Obtain the root user password for all Virtual Machines.

To upgrade from version 9.0:

e Obtain the root user password for the Configurator Virtual Machine.

® Obtain the armAdmin user password for all Virtual Machines.

Obtain the OVA files (Configurator and Router) for the version you want to upgrade to.
Obtain the backupAndRestore.zip file for the version you want to upgrade to.
Choose a maintenance time with low call traffic.

Prepare temporary IP and VM resources required for each server upgrade.

Prepare extended storage for the ARM Configurator (ARM Configurator allocates 80 GB in
ARM 9.4+, Router 40 GB — no change for the older versions).

> To prepare the Configurator:

1.

2.

Install ARM 9.4+ on a new Virtual Machine (see Installing the ARM on page 5)

Request from AudioCodes a Feature Key with all the ordered features and ordered
number of sessions for the new VM in ARM 9.4+,

Submit the license via the ARM GUI (Settings > Administration > License).
Shut down the tomcat service with the command "systemctl stop tomcat"

If you have only one spare IP in your network or no resources (memory/cores/disk) in
your host (VmWare/HyperV), shut down this VM.

> To prepare the Routers

1.

Install ARM 9.4+ on a new Virtual Machine (see Installing the ARM on page 5).
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2.

3.

4,

Shut down the tomcat service with the command "systemctl stop tomcat".

If you have only one spare IP in your network or no resources (memory/cores/disk) in
your host (VmWare/HyperV), shut down this VM.

Repeat steps 1-2 for each Router.

Backing up the CentOS 6 Configurator

> To back up the CentOS 6 Configurator:

1.

2.

Extract the backupAndRestore.zip file on your PC.

Copy backupCentos6.tar.gz to /tmp directory on Centos 6 Configurator. You'll need to
SFTP using root user for ARM 8.8 and armAdmin user for ARM 9.0.

Log in to Centos 6 Configurator as root. For ARM 9.0, log in as armAdmin and switch root
user using command "su =" and enter the root password.

Run the following commands:

cd /tmp
tar xf backupCentos6.tar.gz backupCentos6.py
python backupCentos6.py
The output of the backup process will create two files:
® Abackup file - /home/backup/backup_*.tar.gz
e Achecksum file - /nome/backup/backup_*.sfv

Copy both files to your PC.

Performing this Upgrade

You're now ready to perform the upgrade to ARM 9.4+,

When the upgrade is finished, make sure all old ARM servers (Configurator and
Routers) are shut down to avoid duplicate IP addresses or services in the network.

Performing it on VMware

> To perform the upgrade on VMware:

1.

If your new 9.4+ Configurator VM is down, bring the VM up and shut down the tomcat
service with the command systemctl stop tomcat.

Copy the restoreFromCentos6to8.tar.gz file to the /tmp directory on the Centos 8
Configurator. You'll need to SFTP using the armAdmin user.

Copy the backup (backup_*.tar.gz) file to the /tmp directory on the Centos 8 Configurator
(the backup from Centos 6).
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4. Copy the checksum file (backup_*.sfv) to the /tmp directory on the Centos 8 Configurator
(the backup from Centos 6).

5. Show the network configuration by running "ip route show" and making a note of the IP
address, the subnet mask and the default gateway. For example:

10.7.0.0/16 dev eth0 proto kernel scope link src 10.7.20.200

169.254.0.0/16 dev ethO scope link metric 1002

default via 10.7.0.1 dev eth0

Run "cat /etc/resolv.conf" and remember the DNSs servers and the search domain.
For example:

search corp.audiocodes.com

nameserver 10.1.1.11

nameserver 10.1.1.10

6. Power off the Centos 6 Configurator. Note: Routers of Centos 6 are running, and call traffic
will not be affected.

7. Connect to the Centos 8 Configurator by console —not SSH but the console API of
VMWare because the next step changes the VM IP and the SSH connection to it is lost.
Note: AudioCodes will provide more information related to Azure / AWS / HyperV.

8. Changethe IP address to the same IP Address of the Centos 6 Configurator using the
command nmtui

9. Select Edit a connection shown in the next figure and press Enter.
Figure 5-5: NetworkManager TUI - Edit a connection

NetworkManager TUI

Please select an option

Edit a commection

Activate a commection
Set system hostname

Quit

10. Select Edit and press Enter.

Figure 5-6:  EthO - Edit

t
‘ {Delete>

Ethernet
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11. Change IP4 CONFIGURATION to Manual.
12. Press Show.

13. Add the IP address and the subnet mask.
14. Add the gateway.

15. Add the DNS servers.

16. Add the Search domains.

17. Press OK.

A Warning: Profile name should be “eth0”. Don’'t change it.

Figure 5-7: Edit Connection

18. Select Back in the next screen and press Enter.
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Figure 5-8: Edit

19. Select Set system hostname and then OK.

20. Enter the hostname.

21. Select Activate a connection and then OK.
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Figure 5-9: Activate a connection

NetworkManager TUI

Please select an option

Edit a commection

fAictivate a commection

Set system hostname

(Quit

22. Select Deactivate and press Enter.

Figure 5-10: EthO Deactivate

23. Select Activate and press Enter.

Figure 5-11: EthO Activate

Wired t <Activate>
ethB

24. Select Back and press Enter.

25. Select OK and press Enter.
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Figure 5-12: Quit
NetworkManager TUI
Please select an option

Edit a comection

Activate a commection
Set system hostname

26. Check that new Configurator is available with the IP by SSH.

27. On the Configurator version 9.4+, perform a restore of the DB from Centos 6 and upgrade
itto 9.4+:

Run the following commands:

cd /tmp

tar xf restoreFromCentos6to8.tar.gz restoreCentos8.py
IrestoreCentos8.py backup.tar.gz (change the backup.tar.gzto your backup
file name from step 3)

28. The Configurator is updated with your old Centos 6 configuration. Check in the GUI that
the new Configurator is available.

29. For each Router:

a. |Ifyour new ARM 9.4+ Router VM is down, bring the VM up and shut down the tomcat
service with the command systemctl stop tomcat.

b. Show the network configuration by running “ip route show” and make a note of the IP
address, the subnet mask and the default gateway.
For example: 10.7.0.0/16 dev ethO proto kernel scope link src 10.7.20.201
169.254.0.0/16 dev eth0 scope link metric 1002
default via 10.7.0.1 dev ethO
Run “cat /etc/resolv.conf” and remember the DNSs servers and the search domain.
For example:
search corp.audiocodes.com
nameserver 10.1.1.11

nameserver 10.1.1.10 3
c. Power off the Centos 6 Router

d. Connect to the Centos 8 Router by console - not SSH as you did for the Configurator.

-67 -



CHAPTER 5 Performing an Online Software Upgrade ARM | Installation Manual

e. Changethe IP address to the same IP address of the Centos 6 Router by nmtui as you
did for the Configurator.

f. Start the tomcat service using the command systemctl start tomcat

g. Checkin the GUI that the Router has become available, and sync.

Performing it on Cloud AWS, Azure

There are two kinds of setups in the Cloud:
M using public IP addresses
B using private IP addresses

When upgrading from versions earlier than version 9.2 which use CentOS 6, to version 9.4+
which uses CentOS 8, there is no OS upgrade and operators should prepare new VMs for the
procedure.

When using public IP addresses, the operator will move the public IP addresses between VMs
while the private IP addresses cannot be moved due to a restriction of Cloud.

This documentation covers both setup and upgrade on the Cloud:
M Public

B Private

Performing it on AWS

B Public

M Private
Public IP Addresses

> To perform the upgrade using public IP addresses:

1. Ifyour new Configurator 9.4+ instance is stopped, start the instance and shut down the
tomcat service with the command systemctl stop tomcat.

2. Copy therestoreFromCentos6to8.tar.gz file to the /tmp directory on the Centos 8
Configurator. You'll need to SFTP using the armAdmin user.

3. Copy the backup.tar.gz file to the /tmp directory on the Centos 8 Configurator (the
backup from Centos 6).

4. Copy the checksum file (.sfv) to the /tmp directory on the Centos 8 Configurator (the
backup from Centos 6).

5. Stop the Centos 6 Configurator instance. Note: Routers of Centos 6 are running and call
traffic will not be affected.

6. Associate the Elastic IP address of the Centos 6 Configurator instance with the new
Configurator 9.4+ instance:
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d.

e.

Open the Amazon EC2 console and choose Elastic IPs.

Select the Elastic IP address of the Centos 6 Configurator instance to associate and
choose Actions, Associate Elastic IP address.

For 'Resource type', choose Instance.
For 'instance', choose the new Configurator 9.2 instance.

Choose Associate.

7. Check that new Configurator is available with the associated IP address by SSH.

8. Onthe Configurator 9.4+, perform a restore of the DB from Centos 6 and upgrade it to
9.4+: Run the following commands (change the backup.tar.gz to your backup file name):

cd tmp
tar xf restoreFromCentos6to8.tar.gz restoreCentos8.py
IrestoreCentos8.py backup.tar.gz

9. The Configurator is updated with your old Centos 6 configuration. Check in the ARM GUI
that the new Configurator is available.

10. For each Router:

a.

If your new ARM 9.4+ Router VM is down, start the instance, and shut down the
tomcat service with the command "systemctl stop tomcat".

Stop the Centos 6 Router instance.

Associate the Elastic IP address of the Centos 6 Router instance with the new Router
9.2 instance as you did for the Configurator.

Start the tomcat service using the command systemctl start tomcat.

Check in the GUI that the Router has become available and sync.

Private IP Addresses

> To perform the upgrade using private IP addresses:

When upgrading to ARM 9.4+ on the AWS while using private |P addresses, operators
must change the IP addresses of the ARM Configurator and ARM Routers because
private I[P addresses were given by the AWS and cannot be moved between instances.

To avoid moving to new IP addresses, you can configure the network by using public IP

addresses (see Public IP / DNS (Host name)) and then perform the upgrade without changing

ARM servers' IP addresses (see Public IP Addresses on the previous page), or perform the fol-

lowing:

1. Ifyour new Configurator 9.4+ instance is stopped, start the instance and shut down the

tomcat service with the command systemctl stop tomcat.
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10.

11.

Copy the restoreFromCentos6to8.tar.gz file to the /tmp directory on the Centos 8
Configurator. You'll need to SFTP using the armAdmin user.

Copy the backup.tar.gz file to the /tmp directory on the Centos 8 Configurator (the
backup from Centos 6).

Copy the checksum file (.sfv) to the /tmp directory on the Centos 8 Configurator (the
backup from Centos 6).

Stop the Centos 6 Configurator instance. Note: Routers of Centos 6 are running and call
traffic will not be affected.

On the Configurator 9.4+, perform a restore of the DB from Centos 6 and upgrade it to
9.4+:

Run the following commands (change the backup.tar.gz to your backup file name):
cd /tmp

tar xf restoreFromCentos6to8.tar.gz restoreCentos8.py
restoreCentos8.py backup.tar.gz

The Configurator is updated with your old Centos 6 configuration. Check in the ARM GUI
that the new Configurator is available.

Open the Security page (Settings > Administration > Security).

Figure 5-13: Security

SECURITY
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CERTIRCATE YERIRCATION
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Wenfy certificate subgect name whien ARM perfurmrs himps requests:

Under ARM Configuration, select from the 'Communication method' drop-down IP Based
or Hostname Based.

e |f'Communication method'is IP based, select the IP address from the 'ARM IP
Address' drop-down.

e |f'Communication method'is Hostname based, enter the DNS in the '"ARM Hostname'
field.

Click the Submit button even if you didn’t change anything.

Open the Network map (Network > Map).
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12. Click the Sync topology button. Wait until nodes have become available (it can take a few

minutes).

13. For each Router:

a.

b.

If your new ARM 9.4+ Router VM is down, start the instance.

Otherwise, start the tomcat service with the command systemctl start tomcat.
Open the Routing Servers page (Settings > Routing Servers > Servers).

Select the Centos 6 Router and press Edit.

Figure 5-14: Edit Server
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Replace the 'Address' with the new ARM 9.4+ Router Address and click OK.
Click the Refresh button until the Router becomes available and sync.
Stop the Centos 6 Router instance.

Wait two minutes before upgrading the next router.

Performing it on Azure

> To perform the upgrade in Microsoft's Azure:

B Public

B Private

Private IP Addresses

Using Public IP Addresses

Covered here is how to move public IP addresses between two VMs on Azure Cloud. You need
to dissociate the public IP address from VM-A and associate it with VM-B. But firstly, you need
to dissociate the public IP address from VM-B (Centos8). When that's done, VM-B (Centos8)
won't have a public IP address.

> To move a Public IP Address between two VMs in Azure:

1. Onthe Centos8 VM > Networking > click NIC Public IP.
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Figure 5-15: NIC Public IP
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2. Onthe Centos8 VM > click Dissociate.

Figure 5-16: Dissociate

O Search resources, SENG0EL B

d-Obae-aadd-gaid-2ba551a3d1 43

Secondly, dissociate the public IP address from VM-A (Centos6); it'll be moved to Centos8. The
motivation is to preserve the original IP address. Perform the same two steps you performed
for "Firstly, dissociate the public IP address from VM-B". When that's done, VM-A (Centos6)

won't have a public IP address.

Thirdly, associate the IP address of VM-A (Centos6) with VM-B (Centos8). When that's done,
VM-B (Centos8) will have the public IP address of VM-A (Centos6) and VM-A (Centos6) won't

have any public IP address at all.

3. GototheResource group which contains your VM-A (Centos6) IP address and click it.

Figure 5-17: Resource group
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4. Perform the association. Two possible scenarios:

e VM-A and VM-B are in the same resource group
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¢ Click Associate and choose Resource type Network Interface and then choose
the Network Interface of VM-B (Centos8).

Figure 5-18: VM-A and VM-B are in the same resource group
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e VM-A and VM-B are not in the same resource group

i. Move the Public IP Address from the resource group of VM-A to the new resource
group of VM-B

ii. Click Move and choose Move to another resource group.

Figure 5-19: VM-A and VM-B are not in the same resource group
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iii. Choose the new resource group of VM-B.

Figure 5-20: Choose new resource group of VM-B
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iv. Click Associate and choose Resource type Network Interface and then choose
the Network Interface of VM-B (Centos8).
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Figure 5-21: Associate
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The ARM by default creates a default Network Security Group (NSG) when installing
via Market Place. If all new version 9.4+ installations are in a new resource group, you
need to make sure the NSG is the same as the older version.

> To perform the upgrade using public IP addresses:

1. Ifyour new Configurator 9.4+ VM is stopped, start the VM and shut down the tomcat
service with the command systemctl stop tomcat.

2. Copy therestoreFromCentos6to8.tar.gz file to the /tmp directory on the Centos 8
Configurator. You'll need to SFTP using the armAdmin user.

3. Copy the backup.tar.gz file to the /tmp directory on the Centos 8 Configurator (the
backup from Centos 6).

4. Copy the checksum file (.sfv) to the /tmp directory on the Centos 8 Configurator (the
backup from Centos 6).

5. Stop the Centos 6 Configurator instance. Note: Routers of Centos 6 are running and call
traffic will not be affected.

6. Dissociate the Public IP address of the Centos 6 Configurator and Centos 8 Configurator.
Associate the Public IP address of the Centos 6 Configurator with the Centos 8
Configurator as described in the introductory paragraph above.

7. Check that new Centos 8 Configurator is available with the associated IP address by SSH.

8. Onthe Configurator 9.4+, perform a restore of the DB from Centos 6 and upgrade it to
9.4+: Run the following commands (change the backup.tar.gz to your backup file name):

cd /tmp
tar xf restoreFromCentos6to8.tar.gz restoreCentos8.py
IrestoreCentos8.py backup.tar.gz

9. The Configurator is updated with your old Centos 6 configuration. Check in the ARM GUI
that the new Configurator is available.

10. For each Router:

a. |Ifyour new ARM 9.4+ Router VM is down, start the instance and shut down the
tomcat service with the command systemctl stop tomcat.

b. Stop the Centos 6 Router VM.
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c. Associate the Public IP address of the Centos 6 Router with the new Router 9.4+ VM as
you did for the Configurator.

d. Start the tomcat service using the command systemctl start tomcat.
e. Checkinthe GUI that the Router has become available, and sync.

f. Wait two minutes before upgrading the next router.

Using Private IP Addresses

Perform the same procedure that you performed for AWS.

Troubleshooting this Upgrade

If the upgrade process fails, the operator must shut down all the new servers and must turn
on all the old servers.

If there were public IP addresses, the operator must move them back to the correct VM.
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6 Backing up / Restoring ARM Software

The backup feature collects software, configuration and log files to enable you to restore the
ARM server to its previous state.

You should back up the ARM software
B before risky changes

M after changing the ARM configuration

Backup Types
Two backup types are supported:
B Periodic Backup
e Applies only to the Topology Manager VM
e Stores backup files in /home/backup/periodic and does not include the log files
e Thedirectory stores up to 10 files, deleting the oldest file before creating a new one.
B Manual Backup
® Applies to the Routing Manager VM and to the Topology Manager VM

e Stores backup files in /home/backup.

Performing a Manual Backup

You can perform a manual backup.

> To perform a manual backup:
1. Llogintothe VM (Topology Manager or Routing Manager) using ssh with user ‘armAdmin’.
2. Switch user to root user by "su -"

3. Execute the command:
backup_arm

The backup utility prompts:
Include log files? (y/[n]):

4. Answer yes to include all log files in the backup file.

The backup utility prompts:
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Include all software files? ([y]/n):

5. Answer no to exclude software files from the backup file. This will make the backup smaller
but will not allow rollback of changes in the tomcat directory or version changes.

The backup feature creates a backup file and prompts:

>>> collectingarm DB ...
>>> Creating tar archive...

>>> Compress tar file...

Completed backup. Backup file is

/home/backup/backup_<ip address>_<date and time>_<version>.tar.gz
Checksum file is

/home/backup/backup_<ip address>_<date and time>_<version>.sfv

A text file with the same name as the backup file but with suffix “sfv” (Simple File Verification) is
created, containing the CRC32 checksum of the tar.gz file.
The restore process checks that the checksum matches the tar.gz file before running.

Restoring ARM Software

You can restore ARM software.

> To restore ARM software:
1. Llogintothe VM (Topology Manager or Routing Manager) using ssh with user ‘armAdmin’.
2. Switch user to root user by "su -"

3. Execute the command:
restore_arm_backup <backup file name>
The restore feature prompts you to confirm:

WARNING! You are now going to restore a backup of the ARM server. ARM server
will now stop, and all configuration, database and software files will be overrun. Are
you sure you want to restore this backup? [Yes/No] (No):

The restore feature prompts you to confirm start:

Restore is done. ARM server will now start. Press Enter to continue:

-77 -



CHAPTER 7 Collecting Log Files ARM | Installation Manual

Collecting Log Files

The ARM's reports feature collects log files which network administrators can use to analyze
and troubleshoot issues that may occur. Log files can be collected on the Configurator or on

the Router.

> To create a report file:

1.

2.

Log in to the VM (Topology Manager or Routing Manager) using ssh with user armAdmin.
Switch user to root user with "su -"

Execute the command:

logCollect

The report utility prompts:

Collect only log files that are less than specified number of days old ([y]/n):

Answer yes to include part of the log files or no to include all log files; the report utility
prompts (if the previous answer was yes):

Number of days old to keep (5):

Specify the number of days old for the log; the report utility prompts:

Include heap dump? (y/[n]):

Answer yes to include the heap dump file; the report utility prompts:

Include atop logs? (y/n)

Answer yes to include atop logs; if the report utility is done on the Configurator, the
prompt will be:

Collect logs from the routers? ([y]/[n]):

Answer yes to include log files from all Routers or no to include log files only from the
Configurator; the collecting feature creates a report file and prompts:

>>> collectingarm DB ...
>>> Collect some summary data (please wait patiently)...
>>> Creating tar archive...
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>>> Compress tar file...
Completed building report file

Locate the file ConfiguratorLogs_10.7.20.150_2001160747_9.0.12.tar.gz in its cur-
rent directory and send it to your technical support staff for analysis.
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8 High Availability (HA)

Overview

ARM HA is based on VMware HA which [per VMware documentation] is a viable virtualization
solution for environments that can tolerate brief interruptions of service and potential loss of
transactions serviced at the time of failure. VMware HA strives to minimize downtime and
deliver service continuity by restarting a VM on a different host if the initial host fails, or on the
same host if application failure occurs.

Both ARM VM modules, Topology Manager and Routing Manager, provide availability
capabilities, but the HA concept differs for each module.

Topology Manager runs over only one VM. If the host fails, the Topology VM is restarted on
another host by the VMware HA feature. Down time is equal to VM restart time, acceptable for
the Topology Manager module because real time routing is unaffected.

The Routing Manager module runs in Active-Active mode: a few router VMs can run
simultaneously, providing not only HA (no down time) if one of them goes down but also
scalability by adapting to traffic capacity.

For more information on VMware HA capabilities and configuration, see vSphere 5.5
Availability.

vSphere HA provides HA for VMs by pooling the VMs and the hosts they reside on into a
cluster. Hosts in the cluster are monitored and if a failure occurs, the VMs on a failed host
restart on alternate hosts.

VM Monitoring restarts individual VMs if their VMware Tools heartbeats are not received
within a set time.

Requirements for a vSphere HA Cluster

Consult the checklist below before setting up a vSphere HA cluster. For more information, see
Best Practices for Networking or Creating a vSphere HA Cluster in vSphere 5.5 Availability.

B Allhosts must be licensed for vSphere HA.
B You need at least two hosts in the cluster.

M Allhosts need to be configured with static IP addresses. If you are using DHCP, make sure
that the address for each host persists across reboots.

B There should be at least one management network in common among all hosts and best
practice is to have at least two. VMkernel network with the Management Traffic checkbox
enabled. See Best Practices for Networking in vSphere 5.5 Availability.

B Toensurethatany VM can run on any host in the cluster, all hosts should have access to
the same VM networks and datastores. Similarly, VMs must be located on shared, not
local, storage otherwise they cannot be failed over if a host fails.
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vSphere HA uses datastore heartbeating to distinguish between partitioned, isolated,
and failed hosts. Accordingly, if there are some datastores that are more reliable in your

environment, configure vSphere HA to give preference to them.

B For VM Monitoring to function, VMware tools must be installed. The provided ARM VM

includes VMware tools software.

B vSphere HA supports both IPv4 and IPv6. A cluster that mixes the use of both of these
protocol versions, however, is more likely to result in a network partition.

Distributing ARM VMs in an HA Cluster

To achieve best HA performance for ARM VMs in the VMware HA environment, locate the
Topology Manager and Routing Manager VMs among the hosts in the HA cluster like this:

B Deploy the Topology Manager VM on only one VM. It can be located on any host in the HA
cluster according to VMware administrator preference, depending on environment

resources.

B When the ARM setup includes only one Routing Manager VM, it necessarily means that if
there's a failure of the host or Routing Manager VM, the routing service will be unavailable
until the Routing Manager VM finishes restarting on the current host or on a different

host. So for the routing service to stay up continuously, at least two Routing Manager

VMs must be deployed, each on a different host in the HA cluster.

Figure 8-1: HA Cluster Schema Example
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Cluster

Topology Router #1
VM VM

l Host 2

Host 3

Router #2
VM

In the above example, if Host 1 fails, VMware HA restarts the Topology VM on Host 2 or Host 3,

and restarts Router #1 VM on Host 2 or Host 3.

Meanwhile, Router #2 VM preserves the routing service.

After this HA process, all three VMs may be located on Host 2 only. It's inadvisable to maintain
all VMs on a single host because if a failure occurs on Host 2, both Router VMs will restart and
the routing service will be unavailable during the restart.

A preferable option is to set Router #1 VM to restart on Host 3 if failure occurs, or, if the HA
cluster contains only two hosts (Host 1 and Host 2), to restore Host 1 and move Router #1 VM

back to its original location.
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VM UUID

Each VM has a universal unique identifier (UUID). The UUID is generated when you initially
power on the VM.

The software licenses of the ARM Topology Manager VM and Routing Manager VM are linked
to the VM UUID, so each VM's UUID must be kept else a new license must be issued for the
VM.

If you do not move or copy the VM to another location, the UUID remains constant. When
you power on a VM that was moved or copied to a new location, you are prompted to specify
whether you moved or copied the VM. If you indicate that you copied it, it receives a new
UuID.

A VM can be configured to keep the same UUID (see Vmware Documentation).

ARM Datacenter Recovery Procedure

Read the following to learn how to prepare for and recover from a datacenter failure.

ARM comprises a single configurator virtual machine and two or more router virtual machines.
The routers operate as stateless load sharing. If the routers are distributed among multiple
datacenters and one datacenter fails, ARM traffic is automatically diverted to the other
routers.

The ARM configurator is a single VM. High Availability is achieved by using VMWare’s HA
functionality. If the active VMWare host fails, a stand-by host comes up with the same ARM
configurator.

If datacenter failure occurs, it is assumed that the ARM configurator will be non-operational
since both the active and standby VMWare host are non-operational. In this case, a procedure
is required to recover the ARM configurator in a different datacenter.

When a configurator is down, the routers continue to operate using the last known
configuration. This means that ARM call routing functionality will continue even though the
configurator is down. Restoring the configurator is important for allowing configuration
changes, alarms, GUI, user management, etc. Also, if a router must be restarted, it would need
to reload the configuration from the configurator.

Preparation

Change Automatic Backup to an Hourly Backup

The ARM automatically performs a periodic backup of the configurator. The default period is
24 hours, keeping the last 10 backups. To change this to an hourly backup, login to the LINUX
shell via SSH as armAdmin user, and type the following command:

sudo mv /etc/cron.daily/dailybackup /etc/cron.hourly/hourlybackup
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This will perform a backup every hour and keep the last 10 backups. The backups are stored in
the folder /fhome/backup/periodic

Each backup file is accompanied by a corresponding sfv (checksum) file. It is recommended to

pull the latest backup file with its corresponding sfv file once an hour from the configurator,
and store it in the standby datacenter. This can be done using scp.

Prepare a Redundant Configurator

You need to prepare a redundant configurator.

> To prepare a redundant configurator:

1.

In the standby datacenter, install a separate ARM configurator with the same software
version as the active configurator. Besides setting the virtual machine’s IP address, do not
configure anything on this ARM.

From the GUI, obtain the machine ID and send it to AudioCodes in order to receive a
license for this ARM. Load it to this configurator.

Switch off the virtual machine so that it will not take up any resources of the host.

If you perform an upgrade of your main ARM, perform the same upgrade on the standby
ARM. You can perform the upgrade before the recovery if you don't now.

Recovering from Datacenter Failure

You need to prepare a redundant configurator.

>

1.

5.

To prepare a redundant configurator:
Turn on the configurator virtual machine in the standby datacenter.

Copy the latest ARM configurator backup file with its corresponding sfv file to the new
configurator.

Log in to the LINUX shell via SSH, and type the commands:

su -
Password:password
restore_arm_backup --datacenter_recovery <backup filename>

The script keeps the existing software license on the device.

Wait for the configurator to be up and running. Make sure it's up by logging in to the GUI.

The routers and nodes are at this point not connected to the new IP address of the
configurator. They will appear read in the network view and in the routing server table.

To fix this, type the following commands in the LINUX shell:
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su -

Password:password

cd /usr/local/bin

perl configurator_publish_ip_change.pl

The script prompts for the HTTP credentials. Enter the same credentials you use for
logging into the GUI. The output of the command will be 'All routers and nodes were
successfully moved to the new configurator IP address'.

6. After a few minutes, the configurator will be connected and synced with all of the routers
and nodes and the ARM will be fully functional.

7. Ifsome of the nodes or routing servers fail to move to the new configurator IP address,
they will be listed in the command output.

If a node fails to move, manually change the configurator IP in the node by logging into
the node’s Web interface. Go to Services > HTTP Services > HTTP Remote Services >
ARMTopology > HTTP Remote Hosts > ARMTopology > Edit, and set the new IP Address.

If a router fails to move, check if it's running and connected. If it's not, bring it up and run
the following command again:

configurator_publish_ip_change.pl
Ifit's up, restart it by logging into its shell via SSH, and type the command:

sudo service tomcat restart
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8

Upgrading to ARM 9.0

A ARM 9.2+ indicates ARM version 9.2 or later.

The following steps are for upgrades to ARM 9.0. If you’re upgrading from ARM 8.8 or ARM 9.0
to ARM 9.2+, you can skip this documentation. The upgrade automatically performs all of the
following on the Configurator:

B Unpacks the software archive file and validates readiness for upgrade
Stops the Configurator

Converts the database to the new version schema

Installs the new software on the Configurator

Updates the operating system of the Configurator if necessary
Validates the successful upgrade of the Configurator

Copies the relevant files to the Routers

Installs and verifies new software on the Routers, one by one

Updates the operating system of the Routers if necessary

Preparing for the Upgrade

You need to prepare for the upgrade.

> To prepare for the upgrade:
1. Make sure your network is stable.
2. Make sure the ARMis available.
3. Makesure all routers are in service (green).
4. To upgrade from version 8.8 or earlier:
e Obtain the root user password for all virtual machines.
5. To upgrade from version 9.0:
® Obtain the root user password for the Configurator Virtual Machine.
® Obtain the armAdmin user password for all Virtual Machines.
6. Obtain the upgrade tar.gz archive file for the version you want to upgrade to.
7. Copy the tar.gz files to the Configurator using SFTP (SSH File Transfer Protocol).

8. Choose a time with low call traffic.
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10.

The following steps are for upgrades from ARM 8.4 or earlier. If you're upgrading from
ARM 8.6 or later, you can skip them.

Copy the file cent90update-repo.tar.gz from the same location where you obtained the
upgrade tar.gz file, and copy it to the '/root' directory on the ARM Configurator. This file
contains Linux security updates. Note that this upgrade will take longer, due to the Linux
update.

Perform the following actions for the Configurator VM only (this step is necessary because
as of ARM 8.4, the ARM Configurator requires four CPU cores while ARM 8.2 only required
two, and as of ARM 8.6 the ARM Configurator requires 16 GB of RAM while ARM 8.4
required only 8 GB):

a. InvSphere client, right-click the VM and select Power > Power off.

b. Right-click the VM and select Edit settings > Hardware > CPUs and then change the
number of cores per socket to 4 (if it is not already set to 4).

c. Right-click the VM and select Edit settings > Hardware > Memory and then change the
memory size to 16 GB.

d. Right -click the VM and select Power > Power on.

e. Waitforthe VM to boot up and then check in the GUI that all routers are available.

& The next step is for ARM Router upgrades from ARM 7.8 or earlier. If you're upgrading

11.

from ARM 8.0 or later, you can sKip it.

This step is necessary because as of ARM 8.0, the ARM Router requires a RAM memory
allocation of 8 GB, while ARM 7.8 only required 4 GB. Perform the actions below for each
ARM Router:

There will be no loss of service so long as you perform this action separately for each
VM and wait for the current VM to be up and available before moving on to the next.

a. InvSphere client, right-click the VM and select power > power off.

b. Right-click the VM and select edit settings > Hardware > Memory and then change
the memory size to 8 GB.

c. Right-click the VM and select power > power on.
d. Wait for the VM to go up and then check in the GUI that all routers are available.

e. Moveon to the next VM.

Performing the Upgrade

You're now ready to perform the upgrade.
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When performing an upgrade in Microsoft's Azure Marketplace from ARM 8.6 / 8.8 to
ARM 9.0 and later, you need to enable the ssh root user as follows:

e Change to root user: Run the command "sudo -i".

e Edit the file "/etc/ssh/sshd_config". Change the line containing PermitRootLogin to
"PermitRootLogin yes".

e Runthe command "service sshd restart".

> To perform an upgrade:

1. Perform a Virtual Machine snapshot of the Configurator and all of the Routers:
a. Ifyou’re on VMWare: In the vSphere client, right-click the Virtual Machine and select
Snapshot > Take Snapshop.
Figure 8-2: Take Snapshop
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b.

If you’re on Hyper-V: In Hyper-V Manager, right-click the Virtual Machine and select
Checkpoint.
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Figure 8-3: Hyper-V Manager: Select ‘Checkpoint
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| Frerume the selected virtual machine.

c. Loginto the configurator using SSH.

d. Switch userto root by "su -"

e. Entertheroot password.

f. Execute the following command:

Enable Replication...

Cancel Merge in Progress

upgrade_arm <path to the upgrade archive file/filename>

g. Answeryto the following questions:

Figure 8-4:

Answer 'y' to the Questions

h. On thefirst upgrade, you may be prompted to enter each of the Router’s root or
armAdmin user password (the Configurator root/armAdmin user fingerprint is stored

in the Router so Router password entry is not needed on future upgrades).

i. Wait for the notification ARM has been successfully upgraded to...
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Figure 8-5: ARM has been successfully upgraded to...

For the OS upgrade to take effect, the Configurator must be restarted at the end of the
upgrade. Press Enter to reboot the Configurator.
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Troubleshooting the Upgrade

If the upgrade fails:

1. You'llview the following message if the failure occurs during a router upgrade:

2. Inthis case, press Enter to retry the upgrade of this router and continue the upgrade. If
the problem persists, leave the upgrade at its current state and contact AudioCodes
support. Alternately, revert the upgrade as described in the following paragraph.

3. Ifthe upgrade does not allow retry or the failure is consistent, or you decided to revert to
the previous version:

e Copy the file /hnome/upgrade/upgrade.log from all ARM Virtual Machines to your
computer and then revert to the pre-upgrade snapshot in VMware vSphere client.

e |[ftheupgradeis successful but the ARM is not performing flawlessly in the new

version:

4. Loginto the ARM Configurator Virtual Machine via SSH and type the following commands:

su -
Password:password
logCollec

5. Copy the created tar.gz file to your computer and then revert to the pre-upgrade
snapshot in the VMware vSphere client.

6. Iftheupgrade was interrupted by a network disconnect or by a failure of the SSH client
machine, you can attempt to continue the upgrade by running the same command again;
the upgrade will attempt to continue from where it left off. If this is unsuccessful, revert to
the previous version as described in the previous paragraph.
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